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1.1 Overview

This user manual is intended for the user who is configuring, managing and operating GOLDILOCKS. The
purpose of this manual is to convey the basic concepts required for installation and management of GOL
DILOCKS. This manual also describes cautions when using GOLDILOCKS system.

« The description which is presented in this document can be changed according to the installation env
ironment and specific usage.

e This document is based on GOLDILOCKS 3.2 version.
e This document is based on RedHat linux - based platform.

Target Reader

The target readers are as follows.

e Programmers who need basic knowledge about how to manage GOLDILOCKS database
» Administrators and performance managers of GOLDILOCKS database
* Administrators and performance managers of GOLDILOCKS cluster system
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1.2 Summary

This chapter describes the basic structure and characteristics of GOLDILOCKS for the novice user. A user ¢
an select either a standalone or a cluster system architecture to use GOLDILOCKS. Differences of each arc
hitecture and their usages are described.

GOLDILOCKS Database Management System

GOLDILOCKS is an in-memory relational DBMS. GOLDILOCKS stores all user data in in-memory as a table
form so that it performs search and update operations of all such data effectively.

GOLDILOCKS database system consists of the following parts.

e User-installed GOLDILOCKS software binaries
» Database which is a set of tablespaces, implemented with one or more shared memory on in-memor
y
» Various files for persistence support of database
The data files created with the same size as shared memory per shared memory
Redo log files which support the recovery of the database in the event of a failure
Configuration files for database settings
Trace log files which record information such as events during database operations
e gmaster processes which manage in-memory database, and many system threads within it

GOLDILOCKS Architecture

To prevent spreading the application process failure over the entire database system, GOLDILOCKS datab
ase is a multi-process architecture based on shared memory, instead of a multi-thread architecture. The o
verall architecture of GOLDILOCKS database is as shown in figure 1. Data are loaded onto a shared mem
ory and gmaster process is a management daemon which manages database such as boot-up, log flush,
aging. Also, it stores redo log files and data files on a disk file to ensure the permanence of data. Applicat
ions using GOLDILOCKS database will use one of the following two accessing models.
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Figure 1

GOLDILOCKS architecture
App|ication GOLDILOCKS
hosts O instance
User app r
ODBC/JDBC I NS I
CIS lib gbalancer Ir_ Processes
ODBC D/A lib|
User app a
OD(E:;/CS/JI.L;BC dedicate shared
. server server
User a
PP - Shared static Dictionary Undo
ODBC/JDBC memory tablespace tablespace
CiS lip = Shared
Temporary System data User data HIEMOLY;
tablespace tablespace tablespace
| TCP/IP Files
T Log file Checkpoint
file log file

O

e Direct Access (D/A) model

(o)

A user may use D/A model when user application is operated on the same equipment as GOLDIL
OCKS database.

User applications should be used by linking with GOLDILOCKS ODBC/JDBC libraries for D/A.
GOLDILOCKS ODBC/JDBC libraries for D/A include query processing module and storage manage
ment module inside and they process user request by directly attaching shared memory configuri
ng that database.

It is suitable to implement a few works which require low-latency because the communication lo
ad between application process and database process module is removed.

e (lient/ Server (C/S) model

o]

A user may use C/S model when user application is operated on the same equipment as GOLDIL
OCKS database or on a different equipment.

User applications should be used by linking with GOLDILOCKS ODBC/JDBC libraries for C/S.

The GOLDILOCKS development library for C/S processes user's requests through TCP communica
tion with the server (gserver) which serves the database specified in the connect string.

The response speed of single application of C/S is inferior to that of D/A. However, C/S does not
depend on the location of the application, and the relatively stable operation is possible even wh
en an error occurs in the application.

C/S model may be operated in shared mode or dedicated mode. In dedicated mode, a single serv
er (gserver) process is performed on a single client. In shared mode, it responds to multiple client
s because dispatcher (gdispatcher) and shared-server (gserver) are always running.

Dedicated mode is suitable for large amount of data, and shared mode is suitable for many client
s, small amount of data.

For more information about setting dedicated mode or shared mode, refer to odbc.ini File and Lis
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tener Configuration.

Note

In D/A model, an application directly accesses to database and manipulates it, and thus the datab
ase instance becomes unstable because many errors occur at an early development stages. Theref
ore, it would be efficient to develop it in C/S model at an early development stage, and then, to s
witch it to D/A model at the final development stage.

GOLDILOCKS Cluster System Architecture

GOLDILOCKS can be used by configuring a standalone database, or binding multiple databases into a sin
gle cluster and managing the database in cluster unit. In other words, a user can distribute and store tabl
e data into multiple nodes according to the desired sharding strategy. This guarantees high availability an
d improves the throughput due to the parallel processing.

GOLDILOCKS cluster system guarantees ACID of transaction which is clister-widely performed. There fore,
it provides the data reliability as same as that of the transaction performed on a standalone server when a
ny node belonging to the cluster system is connected to perform the transaction.

Each database belonging to GOLDILOCKS cluster system has a structure for multi-process structure and d
ata loading method, which is as same as the structure of the standalone database. However, cdispatcher
process and cluster server (cserver) process are added. cdispatcher is a process for efficient communiation
between member nodes in a cluster, and cluster server (cserver) process is for the data storage and mana
gement on the cluster member node. Also, tablespaces and management areas for transaction managem
ent of cluster system are added to the shared memory.
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Figure 2 GOLDILOCKS cluster system architecture
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1.3 Characteristics of GOLDILOCKS Cluster

Features of Cluster

GOLDILOCKS cluster is a cluster system of shared nothing structure and it overcomes limitations for trans

action performance and storage of an existing standalone system.

High throughput
GOLDILOCKS cluster does not limit creating groups, and the linear performance can be improved
by creating groups.

It overcomes the limitation for the storage space of the existing memory-based standalone syste
m.

High availability
If a group consists of multiple members and at least one member is running in a group, it does n
ot affect the availability.

Even when not every member in a group is available, other groups except for that group normall
y provides service.

Online expansion and online recovery

creating groups or members are possible even when the service is in progress, and it does not aff
ect the service in progress.

Even the member of the suspended service due to an error can participate in a cluster online.
Providing the perfect transaction
o |t perfectly provides the following properties of which a transaction should comply with.
= Atomicity
= Consistency
» [solation
= Durability
Providing the perfect MVCC (multi-version concurrency control)
o GOLDILOCKS cluster provides a global statement level consistency as standalone system does.

The SQL starting at a specific point can access a desired version among the various versions when
accessing to any node.

Providing the standard SQL and the standard DBC
[t provides SQL which is equivalent to SQL 92.
It provides standard DBCs such as JDBC, ODBC.
Application compatibility
The application source or SQL developed in the existing standalone system can be used in GOLDI
LOCKS cluster without modifying it.
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Constraint of Cluster

All SQL statements in GOLDILOCKS cluster can be used same as those in standalone system except for th
e following constraints.

Note
PRIMARY KEY for the sharded table, UNIQUE constraint and the UNIQUE INDEX should include a
sharding key.

The following is an example of a failure because the constraint of UNIQUE (name) does not include an id
column which is a sharding key.

9sQL>
CREATE TABLE t1
(
id  INTEGER PRIMARY KEY,
name VARCHAR(128),
UNIQUE (name)
)
SHARDING BY HASH(id);
ERR-HYCO0(16380): UNIQUE or PRIMARY KEY must include all sharding key columns for cluster

system

The constraint should be generated including sharding key like as UNIQUE (id, name ) or UNIQUE ( name,
id ) in the following example.

9sQL>

CREATE TABLE t1

(
id  INTEGER PRIMARY KEY,
name VARCHAR(128),
UNIQUE( id, name )

)

SHARDING BY HASH (id);

Table created.
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Note
Non-deterministic statements should have the global secondary index to distinguish the same row
s among the cluster members.

The following is an example of error which occurs when creating a table omitting the global secondary in
dex by force.

gSQL> CREATE TABLE t1 ( c1 INTEGER ) WITHOUT GLOBAL SECONDARY INDEX;
Table created.

gSQL> INSERT INTO t1 VALUES (1), (2), (3), (4), (5);

5 rows created.

gsSQL> COMMIT;

Commit complete.

The following is an example of deleting three rows and it does not guarantee that the cluster members d
elete the same rows.

gSQL> DELETE FROM t1 FETCH 3;
ERR-42000(16423): does not support non-deterministic DML in the cluster system : global

secondary index expected

The following example does not guarantee that the cluster members update the same rows to the same
value by using RANDOM(1, 100).

gSQLY> UPDATE t1 SET c1 = RANDOM(1, 100);
ERR-42000(16423): does not support non-deterministic DML in the cluster system : global

secondary index expected

The following is an example of updating the row at the current position by using updatable cursor, and it
requires the global secondary index to distinguish the same rows among cluster members.

gSQL> \var v1 INTEGER

gSQL> DECLARE cur?l CURSOR FOR SELECT c1 FROM t1 FOR UPDATE;
Cursor declared.

gSQL> OPEN curl;

Cursor is open.

gSQL> FETCH cur1 INTO :v1;

V1
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1
1 row fetched.
gSQL> UPDATE t1 SET c¢1 = 1 WHERE CURRENT OF cur1;
ERR-42000(16423): does not support non-deterministic DML in the cluster system : global

secondary index expected

Note

It does not support the deferrable constraint

gSQL> ALTER TABLE t1 ADD CONSTRAINT t1_uk UNIQUE(id) DEFERRABLE;
ERR-HYC0O(16388): does not support deferrable constraints in the cluster system :
ALTER TABLE t1 ADD CONSTRAINT t1_uk UNIQUE(id) DEFERRABLE

*

ERROR at line 1:

Note
It does not guarantee the sequence when using the same sequence in different servers.

« ltis executed in g1n1 server.

gSQL> SELECT seq1.NEXTVAL FROM dual;
NEXTVAL

1 row selected.
gSQL> SELECT seq1.NEXTVAL FROM dual;
NEXTVAL

1 row selected.
+ Itis executed in g2n1 server.

gSQLY SELECT seq1.NEXTVAL FROM dual;
NEXTVAL
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1 row selected.
+ Itis executed again in g1n1 server.

gSQL> SELECT seql.NEXTVAL FROM dual;
NEXTVAL

1 row selected.
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2.1 Managing GOLDILOCKS Instance

This chapter describes the basic knowledge of managing the GOLDILOCKS instance.

Overview

GOLDILOCKS database system consists of database and instance. Database is a collection of various files
which are necessary for driving database such as dictionary data on memory, user data, data file for dictio
nary data and user data, online redo files.

Database instance consists of two parts. One is the memory portions containing the run-time information
for operating GOLDILOCKS database, and the other is the background process which is used to operate a
nd manage it. Each database instance is identified as shared memory key value and "GOLDILOCKS _DATA
" environment variable value, both are used to configure shared memory.

Property Setting

GOLDILOCKS properties are listed in $GOLDILOCKS _DATA/conf/goldilocks.properties.conf file. A user m
ay install GOLDILOCKS using the basic properties. This chapter describes the main properties such as TBS
(Tablespace), LOG, CONTROL FILE.

The followings describe main property items of when installing GOLDILOCKS.

Table 2-1 Main property items
Property Description Default value

It is the directory path of installing the follo
wing system TBS.
« DICTIONARY_TBS
SYSTEM_TABLESPACE_DIR + MEM_DATA_TBS ‘{GOLDILOCKS_DATA>/db’
« MEM_UNDO_TBS
« MEM_TEMP_TBS
+ MEM_TRANS_TBS

SYSTEM_MEMORY_DICT_TABLE

It is the dictionary tablespace size. 128M
SPACE_SIZE
SYSTEM_MEMORY_DATA_TABL . )

It is the data tablespace size. 200M
ESPACE_SIZE
SYSTEM_MEMORY_UNDO_TABL ) )

It is the undo tablespace size. 32M

ESPACE_SIZE
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Property Description Default value
LOG_DIR It is the default log directory path. ‘{GOLDILOCKS_DATA>/wal
SYSTEM_LOGGER_DIR It is the system log directory path. ‘CGOLDILOCKS_DATA>/trc
CONTROL_FILE_COUNT It is the number of control files. 2
. . . '¢GOLDILOCKS_DATA>/wal/contr
CONTROL_FILE_O It is the first control file path.
ol_O.ctl’
) ) '¢GOLDILOCKS_DATA>/wal/contr
CONTROL_FILE_1 It is the second control file path. |1 ctl
ol_1.c

Note

DICTIONARY_TBS: It is the tablespace which stores dictionary tables of GOLDILOCKS.

e MEM_DATA_TBS: It is the tablespace in which the user table/index is generated.

« MEM_UNDO_TBS: It is the tablespace which contains the undo (rollback) information of the t
ransaction.

e MEM_TRANS_TBS (Cluster only): It is the tablespace used for the global transaction recovery i
n cluster system. The size is automatically calculated based on the transaction table size and t
he number of cluster node.

A user can change the text property file ($GOLDILOCKS_DATA/conf/goldilocks.properties.conf), or defin
e a new variable in the form of GOLDILOCKS_<property_name) to change the database settings or instan
ce settings. In the priority, the property file takes precedence over the environment variable.
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Background Process

GOLDILOCKS has a background process (gmaster) for managing instance. gmaster consists of multiple sy

stem thread internally, and the contents are as follows.

Table 2-2 System threads

Thread
Main thread

Log archiving thread
Ager thread

Page flusher thread

Log flusher thread

Checkpoint thread

Cleanup thread
IO slave thread
Process monitor thread

Cluster Recover Thread
(Cluster only)

Failover Thread (Cluster
only)

Client Process

Description

It starts or ends gmaster process.

It copies the previous redo log file to a specified location when switching online redo file,
and stores it.

It cleans up the resources being used by dropped schema objects.

It distributes the task to the 10 slave and controls them in order to store the dirty pages of
in-memory into the disk at checkpoint.

It periodically collects the log records accumulated in the redo log buffer, and then stores
them into online redo log file at run-time.

It downloads the in-memory's changes to the data file on the disk and the online redo lo
g file when switching redo log file.

It cleans up resources used by abnormally terminated clients, and then rolls back the trans
actions.

It performs all disk 10 related to data file such as checkpoint and data file loading.

It monitors after executing the processes such as balancer (gbalancer), dispatcher (gdispa
tcher), shared-server (gserver), then reexecutes when abnormal termination is detected.

It recovers a global transaction in cluster system.

It deals with the failover through reselecting offiline and coordinator for the members wh
en an error occurs on a specific node or in a network in cluster system.

Client/ Server Model

The Client/ Server (C/S) model application is connected to listener (glsnr) which is waiting for access requ

est. Then it creates a new database service process (gserver), in dedicated mode, and it handles user's req

uest by using TCP communication. All these operations are carried out through inter process communicat

ion, so any signal generated in the application process does not affect on the state of the database. More

over, cleanup thread regularly checks and returns all the resources used by abnormally terminated applica

tion.



Managing GOLDILOCKS Instance | 21

Direct Access Model

GOLDILOCKS supports a direct access (D/A) model as well as Client/ Server (C/S) model. All applications u
sing D/A model are linked to the server library supported by GOLDILOCKS, and then directly access datab
ase and instance. Therefore, no other special service process exists but only the application processes doe

S exist.

When D/A model application process is interrupted abnormally by the signal generated during operation,
all resources in use will be cleaned up by the signal handler function which the library set during connecti

on. The function cleans up the resources according to the two following steps.

1. The signal handler marks an abnormal termination on the session object and terminates the process.

2. The cleanup thread of gmaster return resources to the database in the same way as C/S model after
a certain period of time.

Application processes directly access the database area in D/A model. Therefore, comply with the followi
ng precautions.

* When the D/A model application process is terminated by a fatal signal such as SEGV, the signal han
dler which was registered by the library at connection to the database should stop using shared resou
rces. If a specific signal handler should be installed in the application it should be declared before con
necting to the database.

*  When forcibly shut down the application process, do not use SIGKILL (kill-9) because the process can
not detect the generation of the signal. A user should use SIGTERM, SIGQUIT or SIGUSR2.

Memory Architecture of Instance

The memory size used by the database instance is determined by the relevant properties in the property fi
le. Shared memory used by instance can be divided into static area and tablespace area. Static area includ
es basic information about public instance, each session, statement, transaction, redo log buffer, dictiona
ry cache and several other operation. Tablespace area includes page frame of each tablespace and Page
Control Header (PCH) for controlling them.

The application process memory includes instance memory attached at connection. Additionally, it includ
es process basis sharing ODBC environment, several ODBC handles, heap memory area with bind informa

tion.
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Startup and Shutdown Instance

To startup the GOLDILOCKS instance, set the SHARED_MEMORY_STATIC_KEY property differently from
other instances. After that, a user can startup the GOLDILOCKS instance by using gsal. Execute it to take
sysdba role as follows.

A user should run listener before startup or shutdown the GOLDILOCKS instance in dedicated mode of C/
S model.
A user can not startup or shutdown the GOLDILOCKS instance in shared mode of C/S model.

% gsaql sys gliese --as sysdba
Connected to GOLDILOCKS Database.
gsqQL>

Startup phrase in the SUNDB instance has several phases as follows.

¢ NOMOUNT
o |t starts up gmaster process which is a managing daemon of the GOLDILOCKS instance.
¢ MOUNT
It loads properties and recovery control file by using $GOLDILOCKS _DATA environment variable.
¢ OPEN

After loading the tablespace contents from data file, it recovers by using redo log, rebuilds no-lo
gging indexes, creates dictionary cache, and then waits for the user's service connection.

A user can start up the GOLDILOCKS instance by using gsal as follows.

gSQL> \.startup nomount

Startup success

gSQLY> alter system mount database;
System altered.

gSQL> alter system open database;
System altered.

To directly enter into OPEN phase, do as follows.

gSQL> \\.startup open

Startup success

If GOLDILOCKS instance is shut down, gmaster (the daemon process for management) would be termina
ted. Then, connection and database operation is no longer possible.

There are four ways to shutdown the GOLDILOCKS instance as follows.
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* NORMAL

After blocking the access of a new session and waiting until the end of all connected sessions, a
user perform a checkpoint and shuts down the instance.

¢ TRANSACTIONAL
o After blocking the start of a new transaction and waiting until the end of all running transactions,
a user performs a checkpoint and shuts down the instance.
¢ IMMEDIATE

After blocking the execution of a new unit operation (Connection unit with GOLDILOCKS databa
se. e.qg. FETCH or EXECUTE, etc.) and waiting until the end of all unit operations, a user rolls back
all transactions, performs a checkpoint and shuts down the instance.

* ABORT

Regardless of any connected session's status, a user terminates gmaster and shuts down the inst
ance.

To shutdown an instance, use gsql with sysdba role and perform \shutdown, as follows.
% gsgl sys gliese —-as sysdba
Connected to GOLDILOCKS Database.

gSQL> \shutdown normal

Shutdown success
gsQL>

Start and End of Listener

A user should run the listener to provide the service in the client/ server environment.

A user can start the listener as follows.

% glsnr —-start

Listener is started successfully.

oe

A user can end the listener as follows.

% glsnr —-stop

Listener is stopped.

oe
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For more information about listener control, refer to glsnr.
For more information about how to start or end cluster system refer to Start and End of Cluster System.
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2.2 Installing GOLDILOCKS and Creating Database

This chapter describes how to install the GOLDILOCKS software and create a database.

Overview

GOLDILOCKS software is a compressed file with the name such as goldilocks-<version_no>-<os_type>-<c
pu_type>.tar.gz. After decompressing the file, software binaries, various samples, fundamental database

directory structures are created at the corresponding location, and then installation is completed. After th
e installation, the directory is created, and the directory is named after the package. Then directories wh

ose names are goldilocks_home and goldilocks_data are created under it.

» goldilocks_home directory
o Binary home of GOLDILOCKS product
Defined as GOLDILOCKS _HOME environment variable
Operation binaries, libraries for the client, header files, licenses, etc. are located.
« goldilocks_data directory
Home of the user database (instance) which GOLDILOCKS creates.
Defined as GOLDILOCKS _DATA environment variable
o A default location which has data files, log files, property files

After that, use a utility called gcreatedb in $GOLDILOCKS_HOME/bin directory to create a database in $G
OLDILOCKS _DATA directory.

Release Platform

GOLDILOCKS is available in the following release platform.

Table 2-3 Release platform
Platform Platform name oS CPU Remarks

>=linux kernel 2.6

>=glibc 2.1
linux-x86_64 linux x86_64 >=gccd.1.2
Server >=Java 4
{=java 1.6
platform J
>=java 1.4

hpux11.31-itanium-64 HP-UX 11.31 itanium )
{=java 1.6
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Platform Platform name

aixb-powerpc-64

linux-x86_64

linux-x86_32
Client

platform

hpux11.31-itanium-64
hpux11.31-itanium-32

aix6-powerpc-64

windows-x86-64

windows-x86-32

System Requirements

(O

AIX 6.1

linux

linux

HP-UX 11.31

HP-UX 11.31

AIX 6.1

Windows

Windows

CPU

powerpc

x86_64

x86_32

itanium

itanium

powerpc

PENTINUM x86
PENTINUM x86

Check the following requirements before installing GOLDILOCKS.

* Atleast 2 G should be secured at the physical memory and disk space.
» A sufficient amount of paging (swap) area is required.

Remarks

>=java 1.4
{=java 1.6
>=linux kernel 2.6
>=glibc 2.1
>=gcc4..2
>=java 1.4
{=java 1.6

>= Linux kernel 2.6
>=glibc 2.1
>=gcc4.1.2
>=java 1.4
{=java 1.6
>=java 1.4
{=java 1.6
>=java 1.4
{=java 1.6
>=java 1.4
{=java 1.6

java 1.6

java 1.6

» The correct package version which fits into the platform to be installed is required.

GOLDILOCKS Package Configuration

This chapter describes the directory configuration when installing GOLDILOCKS.

Package Directory Configuration
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Table 2-4 Parent directory configuration

Directory Server Client Description
GOLDILOCKS_ o Binaries and libraries are installed, overwriting-enabled group when
HOME updating
GOLDILOCKS_ . "
DATA X The data storing path, overwriting-unabled group

Table 2-5 Package directory configuration

Parent directory Package directory Description
admin Required schema script to create database
bin Execution files
lib Library files
include Header files such as ODBC, XA, Embedded SQL, etc.
GOLDILOCKS_HOME license License files
sample Sample files
msg Error message files
script Script file for ease of use (It will be supported in future)
app_dev Application development
conf Configuration files
db Database files
wal Log files, control files
GOLDILOCKS_DATA archive_log Archive log files
backup Back up files
trc Trace log files, warning message files
journal Journal file used at cluster rebalance

Package File List

The followings are description of files in a directory, and whether it is included in server package or client
package.

Table 2-6 admin/ standalone directory

File name Server Client Description

README 0 X Read me
DictionarySchema.sql Dictionary schema creating script

Information schema creating script

x| X X

0
InformationSchema.sql @]
0

PerformanceViewSchema.sal Performanceview schema creating script
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Table 2-7 admin/ cluster directory

README

File name

DictionarySchema.sql

InformationSchema.sql

PerformanceViewSchema.sal

Server Client Description
0 X read me
(0] X Dictionary schema creating script
0 X Information schema creating script
0 X Performanceview schema creating script

The script created in admin/standalone directory is used when using GOLDILOCKS in standalone. On the

other hand, the script created in admin/cluster directory is used when using GOLDILOCKS by configuring

cluster system.

Table 2-8 bin directory (Unix)

File name
README
gmaster
gcreatedb
glsnr
gbalancer
gdispatcher
gserver
gsal
gsalnet
gpec
logmirror
cyclone
gloader
gloadernet
cymon
gdump
gsyncher
tablediff.jar
cdispatcher
cserver
gtrclogger
gmon
galocator
gagent
gloctl

Server

@)

O 0O 0O 0O O 0O 00 O o o o o o oo o oo o o o oo

Client
0

O X X X X X X X X X O 0O X X X 00O X X X X x X

Description
Read me
GOLDILOCKS master
Database creating tool
Listener control tool
Loads balancer for C/S shared
Manages multiple connections for C/S shared
Instance manager for C/S
Interactive SQL tool
Interactive SQL tool for C/S
Embedded SQL precompiler
Redo log replication tool
CDC replication tool
Import/ export tool
Import/ export tool for C/S
CDC monitoring Tool
Control/ log/ data/ binary property file viewer
Synchronization utility for shared memory log and disk log files
Table comparison tool
Manages cluster connections and distributes protocols in cluster system
Instance manager for cluster system
Trace log manager for cluster system
Process monitoring tool
Location management tool
Location provider tool

Interactive location editing tool
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Table 2-9 bin directory (Windows client)

File name Server Client Description
README X 0 read me
gloadernet.exe X 0 Import/export tool for C/S
gpec.exe X 0 Embedded SQL precompiler
gsqlnet.exe X 0 Interactive SQL tool for C/S
gloctl.exe X 0 -

Table 2-10 lib directory (Unix)

Fil s Client Client Describti
Iilé nhame erver escription
64bit) (32 bit) P

README 0 @) ) Read me
libstib.so @) X X Shared library for infiniband
libgoldilocks.a @) X X D/A and C/S-inclusive static library for ODBC
libgoldilocksa.a ) X X D/A-only static library for ODBC
libgoldilocksas.so ) X X D/A-only shared library for ODBC
libgoldilocksc.a 0 0 0 C/S-only static library for ODBC
) ) 64 bit-C/S-only shared library for ODBC (SQLLEN = 4
libgoldilockscs-ul32.so 0 0 X
byte)
. . 64 bit-C/S-only shared library for ODBC (SQLLEN = 8
libgoldilockscs-ul64.s0 0 0 X
byte)
libgoldilockscs.so X X 0 32 bit-C/S-only shared library for ODBC
libgoldilockscvtGB18030 ) o
3 X X (0] 32 bit GB18030 character set conversion library

3250
libgoldilockscvtGB18030 . L
64 0 0 X 64 bit GB18030 character set conversion library
_645s0
libgoldilockscvtUHC_32.s . L

X X 0 32 bit UHC character set conversion library
o
libgoldilockscvtUHC_64 s ) o

0] 0 X 64 bit UHC character set conversion library
o
libgoldilocksesal.a 0 0 0 Static library for embedded SQL
libgoldilocksesals.so 0] 0 0 Shared library for embedded SQL
libgoldilockss.so 0 X X D/A and C/S-inclusive shared library for ODBC
goldilocks4 jar 0 0 0 C/S-only JDBC library (java 1.4)
goldilocks5.jar 0 0 0 C/S-only JDBC library (java 1.5)
goldilocks6.jar 0 0 0 C/S-only JDBC library (java 1.6)
libgoldilocksjni.so 0 X X D/A-only JDBC shared library

Table 2-11 lib directory (Windows client)
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File name

goldilocksc.lib
goldilockscs.dll

goldilockscs-ul64.dll

goldilockssetup32.dll
goldilockssetup64.dll
goldilocksesql.lib
goldilocksesqls.dll

goldilockscvtGB18030_

32.dll

goldilockscvtGB18030_

64.dll
goldilockscvtUHC_32.dll
goldilockscvtUHC_64 dlI
goldilocks6.jar

gdlc.lib

gdlcs.lib

gdlcs.dll

Table 2-12
File name

README
sqgl.h
sqglca.h
sqlext.h
sqltypes.h
sglucode.h
goldilocks.h
goldilockstypes.h
xa.h
goldilocksxa.h

goldilocksesal.h

Table 2-13
File name
README
goldilocks.h
goldilockstypes.h

goldilocksxa.h

Server

X

x

X | X X | X

X | X X | X X X

include directory (Unix)

Server

@)

O O 0O O O o o o o o

Server

X

X X X

Client
(64 bit)
0
X

X 'O 0 o0 X O

(@)

O O O O O X

Client

(@)

O O 0O 0O oo o o o o

include directory (Windows client)

Client
0

O]
O]
0]

Client
(32 bit)
0
0

O O X O X

@)

O O O O X O

Read me

Description

C/S-only static library for ODBC
32 bit-C/S-only shared library for ODBC

64 bit-C/S-only shared library for ODBC (SQLLEN = 8

byte)

32 bit setup library for ODBC

64 bit setup library for ODBC
Static library for embedded SQL
Shared library for embedded SQL

32 bit GB18030 character set conversion library

64 bit GB18030 character set conversion library

32 bit UHC character set conversion library

64 bit UHC18030 character set conversion library
C/S-only JDBC library (for java 1.6)

C/S-only static library for ODBC

C/S-only shared library for ODBC

C/S-only shared library for ODBC

Description

ODBC header file
ODBC header file
ODBC header file
ODBC header file
ODBC header file
Header file for GOLDILOCKS ODBC application development
GOLDILOCKS ODBC data type specification file
Standard XA header file

GOLDILOCKS XA header file

Embedded SQL header file

Read me

Description

Header file for GOLDILOCKS ODBC application development
GOLDILOCKS ODBC data type specification file
GOLDILOCKS XA header file



File name Server
goldilocksesqgl.h X
sqlca.h X

Table 2-14 license directory
File name
README

Table 2-15 msg directory
File name

README

goldilocks_error.msg

Table 2-16 conf directory

File name
README
goldilocks.property.conf
goldilocks.listener.conf
goldilocks.invited.conf
goldilocks.excluded.conf
goldilocks.gagent.conf
tablediff.conf
cyclone.master.conf
cyclone.slave.conf
logmirror.master.conf
logmirror.slave.conf
odbc.ini
gsal.ini
glogin.sal

Table 2-17 db directory
File name

README

Table 2-18 wal directory
File name

README
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Client Description

0 Embedded SQL header file
0 ODBC header file

Server Client Description
0 X Read me

Server Client Description
0] ) Read me
0 0 Error message file

Description

Read me

Database operation property text file

Listener property file

Client management file for database connection invited

Client management file for database connection excluded

gagent-only configuration file
Tablediff configuration file
Cyclone master only file

Cyclone slave only file

LogMirror master only file
LogMlirror slave only File
Template for ODBC configuration

Template for gsql configuration

Execution statement list when driving gsql

Read me

Read me

Description

Description
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Table 2-19 archive_log directory

File name

README

Table 2-20 backup directory
File name

README

Table 2-21 trc directory
File name

README

Read me

Read me

Read me

Installing GOLDILOCKS Software

Description

Description

Description

This chapter describes the operating system and the environment setting before installing GOLDILOCKS.

Kernel Parameters

Shared Memory

Shared memory is a type of Inter Process Communication (IPC). It is a memory which is used for sharing d

ata in multiple programs. GOLDILOCKS uses shared memory with user programs using gsal, gloader, OD

BC for Client/ Server (C/S) environment. Because all tablespaces for operation are created in shared mem

ory, the precise parameter setting is required.

The followings are parameters and the recommended values required for the shared memory which is us

ed to install GOLDILOCKS.

Table 2-22 Kernal properties for shared memory

Parameter

Description
name
The maximum size of single
shmmax
shared memory segment
The maximum number of sh
shmmpni ared memory segment availa

ble in system

The total sum of all shared

Recommended
value

The value should be big
ger than the size of the
biggest datafile.

The value should be big
ger than the value of w
hich the number of all d
atafile + 1.

The value should bebigg

Remarks

The value should be set bigger than the size
of the biggest datafile belonging to the desi
red tablespace.

The value should be set bigger than the valu
e of which the number of all datafile + 1 (sh
ared memory segment for SSA).

It is the total sum of pages in shared memor
y available in system. Generally, it is used for
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Parameter L. Recommended
Description Remarks
name value
shmall memory segment er than the total sum of | 8 GB or bigger shared memory. If the total s
(The number of pages) tablespace configuratio = um of tablespaces in GOLDILOCKS is 32 GB,
n. shmall should be set bigger than it.

The following is an example of setting shmall when the total size of tablespaces is 32 GB.

kernel.shmmax = 34359738368
kernel.shmmni=4096
kernel.shmall = 8388609

+ Itis assumed that the shmmax is 32 GB and PAGE_SIZE is 4096 bytes.
8388609 = (34359738368 / 4096) + 1
+ In this case, the value of shmall should be bigger than 8388609.

Semaphore

Semaphore is a kind of IPC, like as shared memory, and it is a technology to control multiple processes' b
ehavior using the resources from the operating system. Depending on semaphore setting, multiple proce
sses can simultaneously refer to a relevant resource, and when any process is in use, the other process ma
y wait until it stops using the resource.

GOLDILOCKS uses semaphore to control the access sequence to the shared memory. For example, if mult
iple GOLDILOCKS client programs request a change to the same data, it should be controlled properly. Th
e semaphore parameter value should be set to an appropriate value according to semaphore operation of
GOLDILOCKS. A general Linux value is recommended.

The followings are recommended semaphore values to install GOLDILOCKS.

Table 2-23 Recommended kernel parameter value for semaphore

e Recommended
Kernel parameter Description
value
semmsl The number of semaphores per single semaphore set 250
semmni The number of semaphore sets 128

The total sum of semaphore sets
semmns ) 32000
(semmni * semmsl)

semopm The maximum number of semaphores per system call 100

In Linux based system such as Redhat, Ubuntu, if a user creating IPC resource logs out the session list ma
naged by systemd, then the corresponding IPC resource is automatically deleted. Therefore, the system sh
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ould be set as follows to prevent deleting the semaphore. (kernel 3.0.0 and higher)

# cp -1 /etc/systemd/logind.conf /etc/systemd/logind.conf prev
# cat /etc/systemd/logind.conf

[Login]

#NAutoVTs=6

#ReserveVT=6

RemoveIPC=no
* Modify it, then execute it.

# systemctl restart systemd-logind

Network

The backlog means the sockets' queue length waiting to be accepted during the TCP socket listen. Set gls
nr's backlog in GOLDILOCKS as glsnr config file's BACKLOG. If the backlog's maximum value in system is
bigger than somaxconn, then it sets to somaxconn. In this case, somaxconn should be extended.

GOLDILOCKS uses Unix Domain Socket (UDS) queue when it operates in C/S shared mode. The queue le
ngth is set to max_dgram_qlen. If the value is small when clients access the network simultaneously, then
it leads to bottleneck state of communication among glsnr, gbalancer and gdispatcher.

The followings are recommended network values to install GOLDILOCKS.

Table 2-24 Recommended kernel parameter value for network

L Recommended
Kernel parameter Description
value
somaxconn The maximum value of listen backlog 1024
max_dgram_glen Unix domain socket queue size 256

Applying Parameters

For a one-time execution, a user can do as follows. (It is required to reapply when the user restarts the sys
tem).

[SHELL]> echo 34359738368 > /proc/sys/kernel/shmmax
[SHELL]> echo 8388608 > /proc/sys/kernel/shmall
[SHELL]> echo 4096 > /proc/sys/kernel/shmmni

[SHELL])> echo 250 32000 100 128 /proc/sys/kernel/sem
[SHELL]> echo 1024 > /proc/sys/net/core/somaxconn
[SHELL]> echo 256 > /proc/sys/net/unix/max_dgram_glen
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If a user wants to apply it automatically even when the user restarts the system, the user can do as follow
s in /etc/sysctl.conf.

# shared memory

kernel.shmmax = 34359738368
kernel.shmall = 8388608
kernel.shmmni = 4096

# semaphore

kernel.sem = 250 32000 100 128
# network

net.core.somaxconn = 1024

net.unix.max_dgram_glen = 256
Use the following command to apply the changes given above.

[SHELL]> sysctl -p

Checking Parameters

The described parameters can be checked by using the following commands.

[SHELL]> ipcs -1

—————— Shared Memory Limits —-———-——-
max number of segments = 4096

max seg size (kbytes) = 33554432

max total shared memory (kbytes) = 33554432
min seg size (bytes) = 1

—————— Semaphore Limits ———————-

max number of arrays = 128

max semaphores per array = 250

max semaphores system wide = 32000
max ops per semop call = 100

semaphore max value = 32767

Decompressing GOLDILOCKS

GOLDILOCKS package is supplied in a compressed form. The basic installation completes by decompressi
on.

The followings are simple examples of how to install the GOLDILOCKS package.
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## $GOLDILOCKS_HOME=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/
[SHELL]> gzip -d goldilocks—mercury.2.1.0-1inux-x86_64.tar.gz

[SHELL]) tar -xvf goldilocks-server-mercury.2.1.0-1inux-x86_64.tar
goldilocks-server-mercury.2.1.0-1inux-x86_64/goldilocks_home/include/sqglext.h
goldilocks-server-mercury.2.1.0-1inux-x86_64/goldilocks_home/include/goldilocks.h
goldilocks-server-mercury.2.1.0-1inux-x86_64/goldilocks_home/include/sglca.h

When the decompression completes, a user can change the directory name <package_file_name)> on the
user's taste, and accordingly the user should change the environment variables of $GOLDILOCKS _HOME
and $GOLDILOCKS _DATA.

For more information about directory created by decompression, refer to GOLDILOCKS Package Configur
ation

Setting Enviromment Variables

After decompression of GOLDILOCKS package, bin and lib path will be created under $GOLDILOCKS _HO
ME directory. Then as given below, a user should add bin and lib path under PATH and LD__LIBRARY_PA
TH to execute GOLDILOCKS software and develop applications. (When developing GOLDILOCKS client ap
plication, a user should always insert $GOLDILOCKS_HOME/include to include file directory of compile op
tion.)

export PATH=$GOLDILOCKS _HOME/bin:$PATH
export LD_LIBRARY_PATH=$GOLDILOCKS _HOME/lib:$LD_LIBRARY_PATH

Environment variables are required to use GOLDILOCKS. A user should set them prior to installation beca
use some variables are referenced to even during installation.

Table 2-25 OS environment variables for GOLDILOCKS installation

Environment L.
. Description Remarks
variables

This variable is referenced during GOLDILOCKS operation, and
the directory to install GOLDILOCKS should be set as an enviro
nment variable in advance.

GOLDILOCKS_ | The location to create GOLDILOC | This variable is referenced during GOLDILOCKS database creat

GOLDILOCKS_ | Directory path to install GOLDILO
HOME CKS binaries

DATA KS database instance ion and operation.
PATH Directory path of GOLDILOCKS e | This variable should be set to execute various GOLDILOCKS bi
xecutable file naries without an absolute path.

e |f the character set is different from the original character
set which is created during GOLDILOCKS database creati
on, characters (Except alphabets, numbers and special ch
aracters) may not be displayed properly. Or the string rela
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Environment L.
. Description Remarks
variables

LANG Character set of terminal ted functions may not be executed correctly.

e A user should set locale corresponding to GB18030, SQL
_ASCII, UHC, UTFS.
e e.g. export LANG=ko_KR.utf8

## $GOLDILOCKS_HOME=/home/GOLDILOCKS/goldilocks—mercury.2.1.0-1inux-x86_64/
[SHELL]> gzip - d goldilocks-mercury.2.1.0-1inux-x86_64.tar.gz

[SHELL]) tar -xvf goldilocks-server-mercury.2.1.0-linux-x86_64.tar
goldilocks-server-mercury.2.1.0-1inux-x86_64/goldilocks_home/include/sqlext.h
goldilocks-server-mercury.2.1.0-1inux-x86_64/goldilocks_home/include/goldilocks.h

goldilocks-server-mercury.2.1.0-1inux-x86_64/goldilocks_home/include/sqglca.h

Deleting Database

Delete datafile, control file, redo log file and archive log file (when using the archive log file) should be de
leted when deleting the existing database to recreate the GOLDILOCKS DATABASE.

The following is an example of deleting GOLDILOCKS DATABASE.

## $GOLDILOCKS_BASE=/home/GOLDILOCKS/goldilocks—-mercury.2.1.0-1inux-x86_64/

## $GOLDILOCKS_DATA=/home/GOLDILOCKS/goldilocks—-mercury.2.1.0-1inux-x86_64/
goldilocks_data/

## $GOLDILOCKS_HOME=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/
goldilocks_home/

[SHELL]> rm -rf $GOLDILOCKS_DATA/db/*.dbf

[SHELL]> rm -rf $GOLDILOCKS_DATA/wal/*.ctl

[SHELL]> rm -rf $GOLDILOCKS_DATA/wal/*.log

[SHELL]> rm -rf $GOLDILOCKS_DATA/archive log/*.log

The location of the data file and archive file may vary depending on the settings by a user.

Deletion

GOLDILOCKS package is not provided in compressed file format, so a specific deletion rule is not required.
Delete the installed directory after terminating DATABASE.

The following is an example of deleting GOLDILOCKS package.
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## $GOLDILOCKS_BASE=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/

## $GOLDILOCKS_DATA=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/
goldilocks_data/

## $GOLDILOCKS_HOME=/home/GOLDILOCKS/goldilocks—-mercury.2.1.0-1inux-x86_64/
goldilocks_home/

[SHELL]> rm -rf $GOLDILOCKS_DATA

[SHELL]> rm -rf $GOLDILOCKS_HOME

[SHELL]> rm -rf $GOLDILOCKS_BASE

## ~/ .bash_profile

$GOLDILOCKS_BASE=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/ ‘E’ Delete

$GOLDILOCKS_DATA=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/
goldilocks_data/ 9 Delete

$GOLDILOCKS_HOME=/home/GOLDILOCKS/goldilocks-mercury.2.1.0-1inux-x86_64/
goldilocks_home/ Q Delete

Creating Database

Create database after the completion of property creation. A user can create database by using $GOLDIL
OCKS_HOME/bin/gcreatedb. The followings are how to use the gcreatedb commands.

[SHELL]> gcreatedb —-help
Usage

gcreatedb [options]

Options:
-—cluster cluster system (if not specified, stand-alone system)
—--db_name database name
—--db_comment database comment
-—timezone timezone ( {+/-HTzH:Tzm} )
—-—character_set character set
SQL_ASCII
UTF8
UHC
GB18030
-—char_length_units char length units
OCTETS
CHARACTERS
——home home directory
——member local member name

--host host address
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-—port host port
--silent suppresses the display of the result message
——help print help message

examples:

gcreatedb —-db_name="goldilocks" --db_comment="goldilocks database" --timezone="+69:00"
—--character_set="UTF8" --char_length_units="0CTETS" --silent

$GOLDILOCKS_HOME/conf/goldilocks.properties.conf is referenced when creating database. Then, table
space files are created in SYSTEM_TABLESPACE_DIR path in goldilocks.properties.conf with the value of
*+* TABLESPACE SIZE.

--cluster option should be specified when creating the database which is to participate in cluster system.

The followings are execution arguments of gcreatedb.

Table 2-26 Execution arguments of gcreatedb
Argument Description

lust It is the database to be used in cluster system
--cluster
If it is omitted, standalone database is created.

It is the database name
--db_name o ) o )
If it is omitted, it is set as goldilocks.

It is the database description
--db_comment . ) . .
If it is omitted, it is set as goldilocks database.

It is the timezone.
If it is omitted, it is set as TIMEZONE property.

--timezone

It is the database character set.
GOLDILOCKS supports four types of character sets.
e GB18030: Simplified Chinese
--character_set * SQL_ASCII: Character set supporting ASCII
e UHC: Unified Hangul Code
e UTF8: Unicode Transformation Format - 8
If it is omitted, it is set as CHARACTER_SET property.
It is the unit of character length.
e OCTETS: It identifies 1 byte as 1 character
e CHARACTERS: It identifies 1 character (n byte) as 1 character.
If it is omitted, it is set as CHAR_LENGTH_UNITS property.

It is the database home directory.

--char_length_units

It searches for a property file, and is referenced to as a location of creating and storin

--home ) )
g various DB files.
If it is omitted, it uses the value set in GOLDILOCKS_DATA environment variable.
It is the member name of local database to be used in cluster system.

--member

If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER property.

It is the IP address of local member to be used for communication between cluster sys
--host tem members
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Argument Description

If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER_HOST property.

It is the TCP listen port of local member to be used for communication between cluste
--port r system members

If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER_PORT property
--silent It hides display messages.

--help It displays help messages.

A user should consider the followings when creating database.

» Setting kernel parameter shared memory
o If the size specified in shared memory setting is smaller than the size described in $GOLDILOCKS

_HOME/conf/goldilocks.properties.conf, a user can not create the database.

* Tablespace size
Tablespace files are created when the database is created, and the tablespace is used after being
allocated to the memory as big as the tablespace size when driving GOLDILOCKS. Therefore, it us
es memory even when the actual user data does not exist in the data tablespace. Therefore, a us
er should create database with the sufficient memory considering the actually available memory

as well as shared memory on GOLDILOCKS startup machine when writing goldilocks.properties.c
onf.

* Whether to use cluster system

o It should be specified that whether the database will participatte as a member of cluster system
when creating the database. In other words, --cluster option should be omitted when executing
gcreatedb using the database as standalone, but --cluster option should be specified when using
the database as cluster system.

When database is created successfully, a user can check the following tablespace file in the path describe
d in SYSTEM_TABLESPACE_DIR of goldilocks.properties.conf.

[SHELL]> gcreatedb

Database created

[SHELL]> gcreatedb --db_name="TEST_DB"
—-—db_commnet="test database comment"

-—timezone="+09:00"

~ - - =

——character_set="UHC"
—--char_length_units="0CTETS"
Database created
[SHELL]> 1s $GOLDILOCKS_DATA/db
system_data.dbf system_dict.dbf system undo.dbf

The following is an example of creating database to be used in cluster system.
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[SHELL]> gcreatedb —--cluster

Database created

[SHELL]) gcreatedb —--cluster —-member=G1N1

Database created

[SHELL]) gcreatedb ——cluster ——member=G1N1 --host=127.0.0.1 ——port 10101

Database created

[SHELL]> gcreatedb —--cluster
--db_name="TEST_DB"
—-—home=$GOLDILOCKS_DATA
--host=127.0.0.1
-—port=10101
--db_comment="g1n1 db comment"

-—timezone="+09:00"

~ s s s s s

-—character_set="UHC"
--char_length_units="0CTETS"
Database created
[SHELL]> 1s $GOLDILOCKS_DATA/db
system_data.dbf system_ dict.dbf system_trans.dbf system_undo.dbf

Building Dictionary Schema Information

Create the following schema to get the system and object information.

Caution

A user should build the following schema after database creation. Otherwise, there is a possibility
of malfunction in Catalog API of ODBC, JDBC for obtaining the object's structure information (for
example, SQLTables() function). If so, it will not interlock with third party tools.

» DICTIONARY_SCHEMA: It consists of views and tables to get object information such as DBA_*, ALL_
* USER_=* .

* INFORMATION_SCHEMA: It consists of views and tables included in the SQL standard INFORMATION
_SCHEMA.

» PERFORMANCE_VIEW_SCHEMA: It consists of views to get system information by combining the fixe
d tables' information.

Views and tables included in each schemas provides convenience to get system information.
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After driving GOLDILOCKS instance on OPEN phase, a user should execute the sql files as follows. It shoul
d be done at least once after the first database creation.

Note

The scripts to build dictionary schema information are divided into the script for standalone syste
m and the script for cluster system. Therefore, a user should use the appropriate script for the pur
pose to build the information.

The following describes how to build the information by using the script for standalone database.

gsql —-as sysdba ——import $GOLDILOCKS_HOME/admin/standalone/DictionarySchema.sql
gsql —-as sysdba ——import $GOLDILOCKS_HOME/admin/standalone/InformationSchema.sql
9

o° o° o°

sql ——as sysdba ——import $GOLDILOCKS_HOME/admin/standalone/PerformanceViewSchema.sql

The following describes how to build the information by using the script for cluster system.

% gsql ——as sysdba ——import $GOLDILOCKS_HOME/admin/cluster/DictionarySchema.sql
% gsql ——as sysdba ——import $GOLDILOCKS_HOME/admin/cluster/InformationSchema.sql
% gsql —--as sysdba ——import $GOLDILOCKS_HOME/admin/cluster/PerformanceViewSchema.sql
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2.3 Managing Database Memory Structure
This chapter describes the database components which compose GOLDILOCKS instance.

Database Memory Structure

GOLDILOCKS database is divided into memory area and disk area. Memory area is a collection of tablespa
ce consisting of one or more shared memories. Owe 1o its in-memory database, GOLDILOCKS database n
ever goes down to the disk by replace operation.

Disk area consists of data files, control file, property file, online redo log files. Data file exists one per shar
ed memory of each tablespace, and control file contains instance configuration information. property file
stores instance environment settings, and online redo log file is used to recover database.

Control File

Control file records the physically stored information on the disk of database, and determines the status o
f database by firstly reading at the beginning of Instance startup. The control file records the following inf
ormation.

 Instance state at the time of the previous checkpoint

 Transaction durability mode (CDS/TDS) at the time of the previous startup
* Online redo log file information

+ Data file information of each tablespace

Online Redo Log File

Online redo log files store all changes made to the database by transactions in instances. It is used to reco
ver unwritten changes on the data file when restarting instance after database's abnormal termination. F
our online redo log files are generated by default in the size specified in LOG_FILE_SIZE property when cr
eating database. A user can add more if the user need. The redo log files are reused in circulation manner.

Checkpoint are generated when online redo log file switches to the next file, and then some dirty pages
move down to an appropriate data file. If the checkpoint operation is delayed and the updated page doe
s not move down (ACTIVE state), all transactions will be suspended until checkpoint completion. Therefor
e, creating a suitable size online redo log file according to the application's characteristic is helpful to imp
rove the database system performance.
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Undo Segment

Undo segments records images in advance of changing operation to use when transactions partially or to
tally rollback. A single undo segment is assigned to a single transaction during update operation. Undo se
gments are stored in MEM_UNDO_TBS tablespace. It is recommended to secure enough undo tablespace,
in preparation for multiple update transactions or a single transaction with large amount of update opera
tion (bulk delete).

Data File

Data file includes the contents of tables/indexes stored in tablespace.

Data file consists of the followings.

e Page
The minimum unit of database I/0. The current size is 8 Kbytes.
e Extent

A certain number of continuous pages' collection. The minimum unit of which the segment is all
ocated space from the tablespace.

Extent size of each tablespace could be different.
e Segment
A specific type of data structure's collection. A segment consists of extent sets.

Exceptionally, a temporary tablespace, such as MEM_TEMP_TBS tablespace, does not execute redo loggi
ng, nor does data file create.

Tablespace

Database is divided into multiple tablespaces with logical structure, which contain tables and indexes. Ta
blespace is implemented as a set of one or more shared memories, and it is a tool to manage the space o
f loading data. When a user enquires V$TABLESPACE table, tablespace information on current database
will be outputted.

GOLDILOCKS supports the following tablespaces by default.

Table 2-27 Tablespaces of GOLDILOCKS
Owner Name Description

DICTIONARY_TBS Default dictionary tables are stored in this tabespace to operate database.
MEM_UNDO_TBS Undo segments and transaction information are stored in this table space.

If a user does not specify a tablespace when creating schema object, the data ta
MEM_DATA_TBS . . )
ble is stored in this tablespace by default.

SYSTEM Indexes which does not specified tablespace name, and temporary tables which

MEM_TEMP_TBS are used by queries are created in the tablespace. Indexes are rebuilt when resta
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Owner Name Description

rting instance because logging does not occur.

It is used to recover global transaction in cluster system. It is created only when i
MEM_TRANS_TBS ) )
tis configured as cluster system.

) User defines this tablespace to collect specific tables to a specific tablespace and
USER User-defined
manage them.

Tablespace Types

There are five types of tablespace as follows.

e DICT
Tablespace type for storing dictionary tables and indexes.
* DATA
Tablespace type for storing general schema objects such as tables and indexes.
It becomes the subject of redo logging and page flushing.
« UNDO
Tablespace type for storing undo segments.
It becomes the subject of redo logging and page flushing.
e TEMPORARY

Tablespace type for storing the temporary tables and no-logging indexes which are created durin
g SELECT query.

It is not the subject of redo logging and page flushing.
e TRANSACTION (Cluster only)
Tablespace type which is used to recover global transaction in cluster system

Checking Information of Database Storage Structure

This chapter describes a method to check the information about multiple database storage structure whic
h are mentioned above.

Control File Information

Use gdump utility to check the contents because control file is stored in binary format.

[SHELL]> gdump CONTROL control 0.ctl
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Online Redo Log File Information

Retrieve the control file by using gdump tool, then the name and current state of each online redo file wil
| be displayed.

Data File Information

Retrieve the control file by using gdump tool, then the data files in each tablespaces and its states will be
displayed. Also, viewing the V$DATAFILE table, their current states will be displayed.

Tablespace Information

Retrieve the control file by using gdump tool, then the name and state of each tablespace in the current
database will be displayed. Also, a user can enquire the V$TABLESPACE table by using SQL.

Property Information

Open the text file $GOLDILOCKS_Data/conf/goldilocks.properties.conf, then the property information wil
| be displayed. When working online, retrieve V$PROPERTY table, then the information about currently a
pplied property values will be displayed.

General Operation of Data Storage
A tablespace stores data, and its operation is as follows.

Creating Tablespace

USER DATA tablespace is created as follows.

9SQL> CREATE TABLESPACE TEST_TBS DATAFILE 'TEST_TBS.dbf' SIZE 10M;

Tablespace created.
TEMPORARY tablespace does not include data file, so it is created as follows.

gSQL> CREATE TEMPORARY TABLESPACE TEST_TEMP_TBS MEMORY 'TEST_TEMP_TBS' SIZE 10M;

Tablespace created.
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Retrieving Tablespace Usage State

A tablespaces space is allocated or deallocated in the unit of one extent consisting of one or more consec
utive pages. A user can retrieve the size of one extent (BYTE) in a specific tablespace as follows.

gSQL> SELECT EXTENT_SIZE FROM V$TABLESPACE WHERE TBS_NAME = 'TEST_TBS';
EXTENT_SIZE

262144
1 row selected.

A user can view the state of all extents in tablespaces by using D$TABLESPACE_EXTENT table. When an e
xtent is in use, the STATE column is 'U'. When an extent is in free state, the STATE column is 'F'. Therefor
e, the remaining size of space in the current tablespace (the number of extents) can be calculated as follo
WS,

gSQL> SELECT COUNT(*) FROM D$TABLESPACE_EXTENT('TEST_TBS') WHERE STATE = 'F';
COUNT (*)

38

1 row selected.

Seeing the result above, the empty space in TEST_TBS is 38 x 262144 = 9437184 Byte.

Altering Tablespace

A user can alter the tablespaces by using Add/Remove Data File (Memory in case of temporary tablespace
s), and Online/Offline.

Add/ Drop Data File (or Memory)

If a user wants to add spaces to tablespaces while operating the database, the DATA tablespaces allocate
the additional space by using the following syntax.

gSQL> ALTER TABLESPACE TEST_TBS ADD DATAFILE 'TEST TBS2.dbf' SIZE 10M;
Tablespace altered.

TEMPORARY tablespace adds spaces as follows. Unlike DATA tablespace, a name should be given, and th
e name should be a unique memory name in database.

gSQL> ALTER TABLESPACE TEST_TEMP_TBS ADD MEMORY 'TEST_TEMP_TBS2' SIZE 10M;

Tablespace altered.
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A user can drop the space in DATA tablespace by using the following syntax. However, if any part of the
area is used, the user can not drop it.

gSQLY> ALTER TABLESPACE TEST_TBS DROP DATAFILE 'TEST_TBS2.dbf';

Tablespace altered.
Similarly, a user can withdraw the space in TEMPORARY tablespace by using the following syntax.

9SQL> ALTER TABLESPACE TEST_TEMP_TBS DROP MEMORY 'TEST_TEMP_TBS2';
Tablespace altered.

Offline Tablespace

Switch the tablespace to offline mode if a user wants to move the location of data file in the tablespace.
Use the following syntax.

9SQL> ALTER TABLESPACE TEST_TBS OFFLINE;
Tablespace altered.

A user can switch the tablespace to online mode again by using the following syntax.

gSQLY> ALTER TABLESPACE TEST_TBS ONLINE;

Tablespace altered.

Rename

Rename the tablespace by using the following syntax.

gSQL> ALTER TABLESPACE TEST_TBS RENAME TO TEST_TBS2;

Tablespace altered.

Switch the tablespace to offiline mode, if a user wants to change the location of data file in the tablespac
e. Then, move the data file by using OS command, rename it by using ALTER TABLESPACE statement, the
n switch the tablespace to online state.

gSQL> ALTER TABLESPACE TEST_TBS OFFLINE;

Tablespace altered.

gSQL> ALTER TABLESPACE TEST_TBS RENAME DATAFILE 'TEST_TBS.dbf' TO 'TEST_TBS_1.dbf';
ERR-42000(16164): file does not exist :

ALTER TABLESPACE TEST_TBS RENAME DATAFILE 'TEST_TBS.dbf' TO 'TEST_TBS_1.dbf'

*

ERROR at line 1:
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* The following procedure describes how to rename the file by using OS command.

gSQL> ALTER TABLESPACE TEST_TBS RENAME DATAFILE 'TEST TBS.dbf' TO 'TEST_TBS 1.dbf';
Tablespace altered.
gSQLY> ALTER TABLESPACE TEST_TBS ONLINE;

Tablespace altered.

Dropping Tablespace

Drop an unnecessary tablespace by using the following syntax. The statement after INCLUDING is optiona
[, but if the statement is given then it will delete all the content (schema object) and data file in the tables
paces.

9SQL> DROP TABLESPACE TEST_TBS INCLUDING CONTENTS AND DATAFILES;
Tablespace dropped.

Store Mode

GOLDILOCKS uses the store mode as an instance unit to maximize performance under certain circumstan
ce. Store mode defines which part of ACID property to give up to improve the operation performance in t
he transaction.

GOLDILOCKS supports two types of store modes.

» Transactional Data Store (TDS) mode
TDS mode is default store mode of GOLDILOCKS database.

o Transactional Data Store (TDS) mode is general DBMS store mode. In this mode, all transactions i
n the instance write both undo log and redo log. Therefore, a user can rollback the transactions a
nd recover using data file and online redo log file even when an instance is terminated abnormall
y, because periodical checkpoint are performed.
» Concurrent Data Store (CDS) mode

All running transactions in the instance write undo logs, but do not write redo logs. Therefore, th
e transactions can deal with all run-time errors, and can rollback. But if an instance is terminated
abnormally or terminated using shutdown abort statement, all updated data would be lost. (It do
es not provide recover facility). It is because checkpoint action does not occur. CDS Mode control
S concurrency among transactions, so it ensures normal operations of transactions even when dif
ferent transactions access the same object at the same time.

CDC Mode is mainly used in run-time information oriented database in which query/update oper
ations are frequently performed but does not require durability such as cache server.

Store mode is set through the property setting when a user starts up the instance. Transactions can not b
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e executed in different store modes. The user should carefully set the store mode when the user starts up
the instance because the user can not change the instance in online mode.
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2.4 Managing Schema Object

Schema Object

Schema object is a set of logical structure created by a user. GOLDILOCKS supports the following schema
objects, which are table, index, synonym, view, sequence, constraint and stored procedure.

Schema Object Management Privileges

Currently, GOLDILOCKS supports user and his privilege. Therefore, not all the users share all the created o
bjects, so the privilege should be given to a user.

Managing Table

This chapter describes table overview, methods of retrieving the table information, creating/ altering tabl
e and loading/ dropping data.

Table

A table is the most basic unit of storage containing user data. A table consists of columns and rows.

Table Type

Currently, GOLDILOCKS supports general heap table whose data saving order is irrelevant to sort order of
a particular column. However, GOLDILOCKS does not support clustered table, partitioned table.

¢ [t supports basic heap table only.
* It supports primary key/unique/not null constraint.
* It supports the datatypes as follows.
BOOLEAN
SMALLINT, INTEGER, BIGINT, REAL, DOUBLE, NUERMIC, FLOAT

CHAR (MAX 2000), VARCHAR (MAX 4000), BINARY, VARBINARY, LONG VARCHAR, LONG VA
RBINARY

> DATE, TIME, TIMESTAMP, INTERVAL (It supports WITH/WITHOUT TIMEZONE of TIME/TIMEST
AMP.)

[t does not support BLOB type.
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* The number of columns, indexes and constraints are not limited.
e A user can retrieve the entire table information using a query SELECT * FROM TABLES,.

If a huge number of rows are stored in a particular table, and then the table size becomes big, even bulk
delete operation does not return the table's empty space to the tablespace. But TRUNCATE operation can
return all existing space to the tablespace.

Table data can be stored and retrieved being distributed to multiple nodes according to the user's desirin
g distribution policy when using GOLDILOCKS configuring it as cluster system. For more information, refe
rto Managing Table

Managing Index
This chapter describes index overview and creating/deleting index.

Overview

Index is a subsidiary schema object which is linked to tables. A user can easily find the location of specific
ally conditioned row using the index. A user can also retrieve the row's column value if the column is the
key column of the index.

GOLDILOCKS can create as many indexes in need to tables. However, too many indexes burden the exec
ution of inserting/ changing/ deleting operation of the table, then it may lower the performance.

Primary key or unique constraint automatically creates an index on that column.

Index Property

¢ [t supports B-link tree form index.
o GOLDILOCKS provides B-link tree form index by default.
* The size of a single index node is 8 Kbytes.
* The maximum number of key columns is 32, and the maximum key length is 2000 bytes.
e |t supports unique index.
¢ |t supports Ascending/Descending, NULLS FIRST and NULLS LAST.

A user can define whether to sort index key columns in ascending order (ASC) or in descending
(DESC) order.

A user can define whether to list NULL value of the index key column at first (NULLS FIRST) or at
last (NULLS LAST).

* A user can retrieve the whole index information by using the query SELECT * FROM INDEXES..

e A user can calculate the index size in the similar way of calculating table because index is implemente
d by segment in the same way of implementing table.
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Sequence

Sequence is a schema object which generates a unique number.

A user can generate the sequence as follows.

0SQL> CREATE SEQUENCE customers_seq START WITH 1000 INCREMENT BY 1 NOCACHE NOCYCLE;

Sequence created.
A user can use the sequence by using NEXTVAL.
9SQL> SELECT customers_seq.NEXTVAL FROM dual;
A user can drop the sequence as follows.
gSQL> DROP SEQUENCE customers_seq;

Global sequence object is automatically created when user creates sequence by using GOLDILOCKS confi
guring cluster system. This object manages the global pool of the sequence value which is used being sha
red by all member nodes in cluster system. Each member node is allocated the sequence value as many as
specified from the global object when calling NEXTVAL and uses them.

For more information, refer to Global Sequence.
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2.5 Managing User

Creating User

Only the SYS user and the user with the CREATE USER ON DATABASE privilege can create a user for GOL
DILOCKS database. The CREATE SESSION ON DATABASE privilege is required to connect to the newly cre
ated user.

The followings are the syntax to create a user.

Cuser definition) ::=
CREATE USER user_identifier IDENTIFIED BY password
[ DEFAULT TABLESPACE tablespace name |
[ TEMPORARY TABLESPACE tablespace name ]

The followings are the syntax rules and parameters to create a user.

» user_identifier
It is @ username to be created.
The username and the role name should be unique.
The length of a user_identifier should be smaller than 128 bytes.
¢ password
The password is stored encrypted.
The length of a password should be smaller than 128 bytes.
Password is case-sensitive.
« DEFAULT TABLESPACE tablespace _name

It specifies the default tablespace which stores the objects such as tables, indexes (LOGGING) cre
ated by a user which is to be created.

If DEFAULT TABLESPACE clause is omitted, it is specified as the default data tablespace (MEM_
DATA_TBS) which is defined when creating DATABASE ({database definition)).

e TEMPORARY TABLESPACE tablespace_name

It specifies the TABLESPACE to store user-created temporary tables, index (NO LOGGING), and g
uery processing-generated intermediate results.

o |f TEMPORARY TABLESPACE clause is omitted, it specifies as the default temporary tablespace
(MEM_TEMP_TBS) which is defined when creating DATABASE ({database definition)).

* |INDEX TABLESPACE tablespace_name
o |t specifies the default tablespaces to store an index object created by a user to be created.
If INDEX TABLESPACE clause is omitted, the default value is INDEX TABLESPACE NULL.
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Dropping User

It drops the created user of GOLDILOCKS database. An access privilege and user range for dropping user
are as same as those for creating user.

The following is the syntax to drop a user.

{drop user statement) ::=
DROP USER [ IF EXISTS ] user_identifier [ <drop behavior) ]
{drop behavior) ::=
RESTRICT
| CASCADE

The followings are the syntax rules and parameters for dropping a user.

e |F EXISTS
o Even when the user does not exist, an error does not occur.
» user_identifier
It is a database username to be dropped.

A user can not drop a user, such as SYS, which is automatically generated when the database is ¢
reated.

o |t does not drop objects, such as tablespace, which is not the owner but created by user_identifie
r.

e drop behavior
o If drop behavior is omitted, the default value is RESTRICT.

Altering User

It alters the definition of the GOLDILOCKS database user. ALTER USER privilege is required for an ordinary
user. However, if a user is the user_identifier user, then the user can alter the definition without the privil
ege.

The followings are the syntax to alter the user definition.

{alter user statement) ::=
ALTER USER user_identifier <alter user action)
| ALTER USER PUBLIC <alter schema path)

{alter user action) ::=
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{alter password)

| <alter profile)

| <alter default tablespace>

| <alter temporary tablespace)

| <alter index tablespace)

| <alter schema path)
{alter password) ::=

IDENTIFIED BY new_password [ REPLACE old_password ]
<alter profile) ::=

PROFILE { profile_name | DEFAULT | NULL }
{password expire) ::=

PASSWORD EXPIRE
<account lock) ::=

ACCOUNT { LOCK | UNLOCK }
{alter default tablespace) ::=

DEFAULT TABLESPACE tablespace_name
{alter temporary tablespace) ::=

TEMPORARY TABLESPACE tablespace_name
<alter index tablespace) ::=

INDEX TABLESPACE { tablespace_name | NULL }
<alter schema path) ::=

SCHEMA PATH ( { schema_name | CURRENT PATH } [, ...])

The followings are the syntax rule and parameters for altering user.

» user_identifier
It is @ username to be altered.
o <alter password>
It alters user password.
IDENTIFIED BY new_password
= |t changes the current password, and the new password is stored encrypted.
= The length of a password should be smaller than 128 bytes.
» Password is case-sensitive.
REPLACE old_password
= |f a user have ALTER USER ON DATABASE privilege, the user can omit it.
= |f a user do not have ALTER USER ON DATABASE privilege, the user can not omit it.
= The user and user_identifier should be same.
o <alter profile>
It alters the profile for password management policies.
PROFILE profile_name
= |t allocates profile_name created by a user.



o PROFILE DEFAULT

= |t allocates "DEFAULT" which is the default profile.

PROFILE NULL
* [t does not allocate the profile.
{password expire>
It expires the user password.
<account lock)>
ACCOUNT LOCK
» It locks the user account.
ACCOUNT UNLOCK
= [t unlocks the account lock.
<alter default tablespace)
o It alters user's default tablespace.
tablespace_name should be data tablespace.
<alter temporary tablespace>
It alters user's temporary tablespace.
tablespace_name should be temporary tablespace.
<alter index tablespace)
o It alters the index tablespace of a user.
It assigns INDEX TABLESPACE tablespace_name

= When assigning the data tablespace, it should be the LOGGING index.
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= When assigning the temporary tablespace, it should be the NOLOGGING index.

INDEX TABLESPACE NULL
= |t does not assign the index tablespace.
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2.6 GOLDILOCKS Property

GOLDILOCKS property is classified as the property which is applied when creating database and the prop
erty which can be updated at online/offline. A user can change the tablespace path and the redo log file
only at MOUNT phase of startup.

Properties When Creating Database

Table 2-28 Properties when creating database

Name Description
SYSTEM_MEMORY_DICT_TABLESPACE_SIZE Initial size of dictionary tablespace
SYSTEM_MEMORY_DATA_TABLESPACE_SIZE Initial size of system data tablespace
SYSTEM_MEMORY_UNDO_TABLESPACE_SIZE Initial size of system undo tablespace
SYSTEM_MEMORY_TEMP_TABLESPACE_SIZE Initial size of system temporary tablespace
LOG_BLOCK_SIZE Block size of redo log file
LOG_FILE_SIZE Initial size of redo log file
LOG_GROUP_COUNT The number of redo log files
CHARACTER_SET Character set
TIMEZONE Time zone
CHAR_LENGTH_UNITS Character length unit

Properties When Driving Database

There are more than 100 properties in GOLDILOCKS database. The followings are frequently used proper
ties among them.

Table 2-29 Frequently used properties when driving database

Name Description
SHARED_MEMORY_STATIC_KEY Key value to create the shared memory
SHARED_MEMORY_STATIC_SIZE Size of the shared memory
DATA_STORE_MODE Storage mode of GOLDILOCKS instance
LOG_BUFFER_SIZE Log buffer size
LOG_DIR Directory path of redo log
PRIVATE_STATIC_AREA_SIZE Static area size per session
CLIENT_MAX_COUNT The maximum number of accessible session

PROCESS_MAX_COUNT The maximum number of process
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Name Description

NET_BUFFER_SIZE Network buffer size per session
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2.7 GOLDILOCKS Utility

gcreatedb

The gcreatedb utility initializes GOLDILOCKS database and gets ready for the service. The gcreatedb gene
rates data files and log files in the GOLDILOCKS_DATA environment variable location according to given
properties. The following is a syntax.

[SHELL]> gcreatedb ——help
Usage

gcreatedb [options]

Options:

-—cluster cluster system (if not specified, stand-alone system)
—--db_name database name
—-db_comment database comment
--timezone timezone ( {+/-}{TzH:TzMm} )
——character_set character set

SQL_ASCII

UTF8

UHC

GB18030
-—char_length_units char length units

OCTETS
CHARACTERS
——home home directory
——member local member name
——host host address
-—port host port
--silent suppresses the display of the result message
-—help print help message
examples:

gcreatedb --db_name="goldilocks" --db_comment="goldilocks database" —-timezone="+09:00"
—--character_set="UTF8" --char_length_units="0CTETS" --silent

Tablespace files are created in SYSTEM_TABLESPACE_DIR of goldilocks.properties.conf as each value of x
*xx_TABLESPACE_SIZE by referring to $GOLDILOCKS_HOME/conf/goldilocks.properties.conf when creati
ng the database.

The followings are execution arguments of gcreatedb command.
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Table 2-30 Execution arguments of gcreatedb

Argument

--cluster

--db_name

--db_comment

--timezone

--character_set

--char_length_units

--home

--member

--host

--port

--silent

--help

Description

It is the database to be used in cluster system.
If it is omitted, standalone database is created.
It is the database name.
If it is omitted, it is set as goldilocks.
It is the database description.
If it is omitted, it is set as goldilocks database.
It is the timezone.
If it is omitted, it is set as TIMEZONE property.
It is the database character set.
GOLDILOCKS supports four types of character sets.
* (GB18030: Simplified Chinese
e SQL_ASCII: Character set supporting ASCII
e UHC: Unified Hangul Code
* UTF8: Unicode Transformation Format - 8
If it is omitted, it is set as CHARACTER_SET property.
It is the unit of character length.
e QOCTETS: It identifies 1 byte as 1 character
e CHARACTERS: It identifies 1 character (n byte) as 1 character.
If it is omitted, it is set as CHAR_LENGTH_UNITS property.
It is the database home directory.
It searches for a property file, and is referenced to as a location of creating and storin
g various DB files.
If it is omitted, it uses the value set in GOLDILOCKS_DATA environment variable.
It is the member name of local database to be used in cluster system.
If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER property.
It is the IP address of local member to be used for communication between cluster sys
tem members,
If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER_HOST property.
It is the TCP listen port of local member to be used for communication between cluste
r system members.
If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER_PORT property.
It hides display messages.

It displays help messages.

gsqgl (GOLDILOCKS Interactive SQL Tool)

gsal is an interactive command line utility to execute SQL statements for managing GOLDILOCKS databas

e. DBA creates initial table schema by using gsal, or checks the current database state.
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The following is the gsal syntax.

[SHELL]D> gsql <useridd> <passwd)
gSQL> CREATE TABLE T1 ( COL1 INTEGER );

create success
gSQL> \q
[SHELL]D>

gloader (GOLDILOCKS Data Upload/download Tool)

The gloader utility downloads existing data in database to a file in text format, or it uploads an existing d
ata in text format to a new database. The text data file format of gloader is Comma-Separated Value (CS

V).

The following is how to use gloader.

gloader [export|import] userid/passwd control='control file name' \

data='data_file_name' log='log_file_name' bad='bad_file_name'

Table 2-31 Arguments of gloader

Argument
export |import

userid

passwd
control
data

log

bad

Description
It declares whether to downlad the contents of existing table to data_file_name, or to
upload existing data in data_file_name to a specified tabe in control_file_name.
It specifies user ID.
It specifies the password of the userid.
It specifies the file path in which detailed settings are written during export/import op
eration.
It specifies target  data file to export, or data file to import.
It specifies log file path in which the progress and the elapsed time of import/export o
peration.
It specifies bad file path which records data records failed in insertion at importing du
e to various errors.

The following is an example of a control file.

TABLE TEST_TBL
FIELDS TERMINATED BY '
OPTIONALLY ENCLOSED BY

s
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3.1 Managing GOLDILOCKS Cluster System

This chapter describes the basic information for configuring and managing the cluster system by using m
ultiple GOLDILOCKS databases. Only the parts added to the cluster system or distinguishing the cluster sy
stem comparing to the standalone database are described in this chapter, so it is prerequisite to read the
standalone database tutorial before read this chapter.

Overview

GOLDILOCKS can be used by configuring a standalone database as described in the previous chapter. Or,
a user can also bind multiple databases into a single cluster, then select an appropriate solution for data d
istribution. In other words, a user can customize how to distribute massive data to multiple servers when
using GOLDILOCKS cluster system. This guarantees high availability and improves the throughput due to t
he parallel processing.

GOLDILOCKS cluster system consists of one or more cluster groups, and a cluster group consists of one or
more cluster members. It does not require an extra application server or a meta server. Applications are o
perated accessing to cluster members corresponding to the data server. Cluster members belonging to th
e same cluster group keeps the same data replication.

A user should determine whether to use GOLDILOCKS database as standalone system or as cluster system,
when creating database of each node. To use it as cluster system, a user should add options related to clu
ster when creating database of each node.

Property Setting

Properties to build cluster system are described in $GOLDILOCKS_DATA/conf/goldilocks.property.conf file
of each server like as when using standalone database. Main properties for TBS (tablespace), LOG, CONT
ROL FILE can be set as same as setting in standalone system even when using cluster system. However, th
ere should not be the same path or port of files among cluster members when creating multiple database
s to configure cluster system in a single server.

The followings describe main property items of when configuring cluster system.

Table 3-1 Main property items
Property Description Default value

It is the directory path of installing the following syst
em TBS.



Property
SYSTEM_TABLESPACE_DIR

Description

DICTIONARY_TBS
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Default value

‘GOLDILOCKS_DATA>/db’

e MEM_DATA_TBS
* MEM_UNDO_TBS
e MEM_TEMP_TBS
* MEM_TRANS_TBS
SYSTEM_MEMORY_DICT_T

It is the dictionary tablespace size. 256M
ABLESPACE_SIZE
SYSTEM_MEMORY_DATA_T . .

It is the data tablespace size. 200M
ABLESPACE_SIZE
SYSTEM_MEMORY_UNDO_ . .

It is the undo tablespace size. 32M

TABLESPACE_SIZE
LOG_DIR It is the default log directory path.
SYSTEM_LOGGER_DIR

‘CGOLDILOCKS_DATA>/wal

It is the system log directory path. ‘CGOLDILOCKS_DATA>/trc

CONTROL_FILE_COUNT It is the number of control files. 2
. . ) '¢GOLDILOCKS_DATA>/wal/
CONTROL_FILE_O It is the first control file path.
control_O.ctl'
. . 'CGOLDILOCKS_DATA>/wal/
CONTROL_FILE_1 It is the second control file path.
control_1.ctl'

It is the name of cluster member of which local serve
LOCAL_CLUSTER_MEMBER ) ‘GINT
r uses in cluster system.

LOCAL_CLUSTER_MEMBER_

It is the host name of local server. '127.0.0.1"
HOST
LOCAL_CLUSTER_MEMBER_ | It is TCP listen port of which local server uses for the 10101
PORT communication in cluster system.

The name of cluster member and host-port combination should be unigue in cluster system. To omit the
property setting above, provide information by using --member, --host, --port options when creating data
base using gcreatedb. The member information provided by property or gcreatedb option is stored and m
anaged in $GOLDILOCKS_DATA/wal/location.ctl file.

To modify the properties, update the text property file ($GOLDILOCKS_DATA/conf/goldilocks.properties.
conf), or define a new variable in a form of GOLDILOCKS_<property_name> in an environment variable. T
he property file is prior to the environment variable.

Background Process

GOLDILOCKS cluster system has the background process (gmaster) to manage instances per each membe
r node. gmaster of each node consists of multiple system threads internally. Most of them are as same as
those in standalone system, but the following system threads are added to manage cluster system.
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The following threads are performed only when starting the database created as cluster mode.

¢ Cluster recover thread: It recovers global transaction in cluster system.

» Failover thread: It deals with the failover through reselecting offiline and coordinator for the member
s when an error occurs on a specific node or in a network in cluster system.

Two following processes are additionally driven when using GOLDILOCKS as cluster system.

» cdispatcher: It transmit/receive cluster packet and manages sessions.

» cserver: It performs operation of modifying and querying for the database to which the member nod
e belongs.

GOLDILOCKS cluster system requires complex cluster protocol communication among member nodes, an
d cluster dispatcher (cdispatcher) is a process to efficiently perform the management of network commu
nication context and packet distribution mechanism. In addition, it performs monitoring continuously the
validity of cluster session through heartbeat.

In cluster system, SQL performing in a specific node (driver node) needs to store data on the remote mem
ber node by referring to the sharding strategy of the target table or enquires the data stored in the corres
ponding node. In this case, a process is required to process this request and return the result in each me
mber node, and that process is cserver.

Client Process

A user can use both client server (C/S) model and direct access (D/A) model in cluster system like as stand
alone system. However, each member node of cluster system has its own listener, so the client program s
hould know the listen port of the cluster member to access beforehand (in C/S mode). A user can process
various transactions when accessing to any node of cluster system like as standalone database.

Signal handling, cleanup for connection, releasing shared resources in cluster system are processes as sa
me as those in standalone system.

Memory Structure of Instance

GOLDILOCKS cluster system is used to bind multiple shared-nothing databases to a management unit wh
ich is a single cluster system. Therefore, a method of using memory of cluster member nodes is similar to
that of standalone. The memory size of which each member node uses are determined by properties set i
n its own property. Static area contains instance basic information for database management, informatio
n for each session, statement, transaction, redo log buffer, dictionary cache, and other operational infor
mation like as standalone system. Additionally, information for management of cluster session such as inf
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ormation for location and cluster session are also stored.

Tablespace area consists of page frames and page control header (PCH). The page frame contains the co
ntents of each tablespace and PCH controls those page frames.

The application process memory contains instance memories attached when connecting, ODBC environm
ent shared in process unit, various ODBC handles and heap memory area containing other information su
ch as bind information.

Start and End of Cluster System

To start GOLDILOCKS system, create instance on each member node beforehand (gcreatedb), and then r
egister cluster group and cluster member. Later, a user can start or end the system by using sysdba role th
rough gsql and gsqglnet.

listenershould be in operation if a user wants to start or end GOLDILOCKS cluster system in dedicated mo
de of C/S model(to use gsglnet).

GOLDILOCKS cluster system can not be started or ended in the shared mode of C/S model.

% gsql —-as sysdba

Enter user-name: sys

Enter password:

Connected to an idle instance.
osQLy

GOLDILOCKS cluster system has the following startup phases. OPEN phase is subdivided into LOCAL OPE
N and GLOBAL OPEN unlike the standalone system.

NOMOUNT
It launches gmaster which is a demon to manage GOLDILOCKS instance.

MOUNT
It reads properties, and the control file for the recovery by using $GOLDILOCKS_DATA environme
nt variable.

LOCAL OPEN
It loads tablespace content from data files, then performs recovery by using the redo log files, an
d recovers in-doubt global transaction, newly build no-logging indexes, and creates dictionary ca
ches.

OPEN (GLOBAL OPEN)

o It connects cluster sessions of each cluster member, arranges shard map, selects a global manage

r ( global coordinator) and a group manager (group coordinator), then waits for the user to acce
ss the service.
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To start or end the GOLDILOCKS cluster system the cluster system environment should be configured perf
orming the following preliminary works. If the member name, host address, port number are uniquely giv
en when creating each member database by using gcreatedb, the property setting process for each node
can be omitted.

» Setting property: Update property files to be used on each member node.
» Creating database: Create the database through gcreatedb on each member node.

» Creating cluster group and adding a member: Create a group and a member configuring cluster syste
m.

* Driving listener: The listner on each node should be driven beforehand to use gsqglnet.
Use the following syntaxes to create a cluster group or a member.

* ALTER CLUSTER GROUP name ADD MEMBER
* CREATE CLUSTER GROUP

+ Creating database: It is performed on each node.

% gcreatedb --cluster —-db_name='goldilocks' —-member='g1n1' \
--host="'192.168.0.11" --port 10110

% gcreatedb --cluster —-db_name='goldilocks' —-member='g1n2' \
--host="'192.168.0.12" --port 10120

+ Creating a cluster group and a member: It is performed on a single node.

gSQLY create cluster group g1 cluster member gin1
host '192.168.0.11"' port 10110;

gSQL> alter cluster group g1 add cluster member gin2
host '192.168.0.12"' port 10120,

If the configuration of GOLDILOCKS cluster system is completed as above, the entire cluster system can b
e started or ended by using the following two methods.

* Accessing to each member node to start or end nodes one by one
Use \startup and \shutdown commands.
» Start or end the entire member node at once in a single member node
Connect through gsalnet, and then use \cstartup and \cshutdown commands.

The following describes the first method above which is how to access each member node then drive clus
ter system. \startup command is used to directly enter into LOCAL OPEN phase without the intermediate
phase. This can be operated being subdividing into three phases, which are \startup nomount, alter syste
m mount database, and alter system open local database.

Drive up to LOCAL OPEN phase on each node through \startup, and then access a single node and drive
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up to GLOBAL OPEN phase.

+ Startup up to LOCAL OPEN: It is performed on each member node.

% gsgl sys gliese -—as sysdba
gSQL> \startup

Startup success.
+ Startup up to OPEN: It is performed on a single node.

% 9sgl sys gliese —-—as sysdba
gSQL> alter system open global database;
System altered.

Starting up with the first method can be a burden to an operator if many nodes are included in cluster sys
tem. It is because the entire process from end of cluster system to LOCAL OPEN should be performed eve
rytime on every member node. The following is a simple method to startup the entire member for the eas
e of operation.

+ Startup to GLOBAL OPEN: It is performed on a single node.
% gsglnet sys gliese --as sysdba

gsSQL> \cstartup
Startup success.

Note

e \cstartup and \cshutdown commands can be performed only in gsglnet, and it is not support
ed in gsqgl. Also, listener should be driven beforehand on every member node to be driven.

¢ To build GOLDILOCKS cluster system containing multiple members on a single physical node,
home directory name, member name and the cluster port information should not be duplicat
ed when creating each database.

When GOLDILOCKS system ends, gmaster, the management daemon process, ends on each member no
de, so it does not allow any more connection or other database operations.

The followings are two ending modes of GOLDILOCKS cluster system.
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« NORMAL: It blocks an access of a new session, waits for the termination of all sessions, performs che
ckpoint, then unloads the instance.

e ABORT: It immediately terminates gmaster regardless of the state of connected sessions, and unloads
the instance.

If \shutdown command is performed by using gsal as follows, only the connected member node is termin
ated.

% gsql sys gliese -—as sysdba
Connected to GOLDILOCKS Database.
9SQL> \shutdown normal

Shutdown success

9sQLy

To terminate the entire member belonging to cluster system at once, use \cshutdown command of gsaglnet
as follows. The normal option can be omitted.

% gsglnet sys gliese --as sysdba
Connected to GOLDILOCKS Database.
9SQL> \cshutdown normal

Shutdown success

0sQL>

Caution

Using abort option when performing \cshutdown, it terminates the entire member node by force.
Therefore, some member nodes may fail to join cluster system when restarting it by using \cstartu
p. Although the failed nodes can join through the following join commands and rebalance proces
s, it is recommended to terminate it by using \cshutdown normal which is a safe method.

To terminate and start a member node or some member nodes belonging to cluster system, follow the pr
ocess below. The following describes how to restart only the G1N2 node among cluster member nodes t

hen make it join cluster system.

% 9sal sys gliese —-as sysdba --dsn=g1n2
Connected to GOLDILOCKS Database.

gSQL> \shutdown normal

Shutdown success

gSQL> \startup

Startup success
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gSQLY> alter system join database;
System altered.

To restart a member node and make it rejoin cluster system, rebalancing operation for the altered table
may be required if the corresponding node is terminated when a transaction occurs. It the rebalancing op
eration is not performed, the transaction performing on a driver node may fail to alter the table on which
the rebalaning is not performed.

A rebalancing operation is a process which synchronizes data distribution policy and property information
of table among member nodes, and dividedly stores table data again in each member nodes according to
the data distribution policy.

% 9sgl sys gliese —-—as sysdba

Connected to GOLDILOCKS Database.

9SQL> \shutdown normal

Shutdown success

gSQL> \startup

Startup success

gSQLY> alter system join database;

ERR-42000(16405): some tables in the database need to be rebalanced
System altered.

gSQL> alter database rebalance;

Database altered.
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3.2 Installing GOLDILOCKS and Creating Database

Installing and creating member database which is to be included in GOLDILOCKS cluster system is almost
as same as those in standalone system. This chapter describes only the unique feature and method used f
or installing and creating database of cluster system comparing to standalone system.

Configuring GOLDILOCKS Package

The package used to configure GOLDILOCKS cluster system is as same as those of standalone database.
However, the scripts to build dictionary and performance view are divided into the script for standalone s
ystem and the script for cluster system. Therefore, a user should use the appropriate script for the purpos
e to build the information after creating the database.

The script for standalone database is located below the $GOLDILOCKS_HOME/admin/standalone director
y and the script for cluster system is located below the $GOLDILOCKS_HOME/admin/cluster directory.

Table 3-2 admin/standalone directory

File name Description
README Read me
DictionarySchema.sql It is the dictionary schema creation script.
InformationSchema.sal It is the information schema creation script.
PerformanceViewSchema.sql It is the PerformanceView schema creation script.

Table 3-3 admin/cluster directory

File name Description
README Read me
DictionarySchema.sql It is the dictionary schema creation script.
InformationSchema.sql It is the information schema creation script.
PerformanceViewSchema.sql It is the PerformanceView schema creation script.

Installing GOLDILOCKS Software

GOLDILOCKS software should be installed on every member node belonging to cluster system, and the in
stalling method is as same as that of standalone system. The method for setting and checking kernel para
meter, setting environment variable are as same as those of standalone system, so refer to the correspon
ding tutorial.
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In this case, be cautious that setting properties for each cluster member node, database name, database
version, character set, time zone should be same for the normal operation of cluster system.

Creating Database

Use gcreatedb utility to create database on each member node configuring cluster system like as standalo

ne system.

The following options of gcreatedb are used only when creating cluster database. Other options are as sa

me as standalone system.

Table 3-4 Execution arguments of gcreatedb

Argument Description
—cluster It represents that it is cluster database.
When it is omitted, standalone database is created.
—member The member name of local database to be used in cluster system.
When it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER property.
IP address of local member to be used for communication between cluster system me
--host mbers.
If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER_HOST property.
TCP listen port of local member to be used for communication between cluster syste
--port m members

If it is omitted, it uses the value set in LOCAL_CLUSTER_MEMBER_PORT property.

The following is an example of creating database to be used in cluster system.

[SHELL]> gcreatedb --cluster

Database created

[SHELL]> gcreatedb --cluster —-member=G1N1

Database created

[SHELL]> gcreatedb —--cluster —-member=G1N1 --host=127.0.0.1 ——port 10101

Database created

[SHELL]> gcreatedb --cluster
--db_name="TEST_DB"
——home=$GOLDILOCKS_DATA
--host=127.0.0.1
——port=10101
-—db_comment="g1n1 db comment

-—timezone="+09:00"

- - - - - s

—-—character_set="UHC"
—-—char_length_units="0CTETS"
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Database created
[SHELL]> 1s $GOLDILOCKS_DATA/db
system_data.dbf system_dict.dbf system_trans.dbf system_undo.dbf

Building Dictionary Schema Information

To normally use cluster system, the dictionary schema information should be built like as standalone syste
m. If the following schema is not built, the catalog API (e.g. SQLTables() function) of ODBC, JDBC obtaini
ng object's structure information malfunctions, then it can not interwork with the third party tools. In con

clusion, it should be built after creating database.

It is recommended to build schema in cluster system after completing the operation of creating a cluster
group and a member. It is because GOLDILOCKS automatically creates schema on every member node w
hen performing creation script by connecting to a member node after completing cluster system configur

ation.

* DICTIONARY_SCHEMA: It consists of tables and views inquiring object information such as DBA_*, A
LL_*, USER_=*.

* INFORMATION_SCHEMA: It consists of tables and views included in the SQL standard INFORMATION
_SCHEMA.

 PERFORMANCE_VIEW_SCHEMA: It consists of views inquiring system information combining inform
ation of fixed tables.

The followings describe how to build schema by using the script for cluster system. Perform the operation
by accessing to a single member node in GLOBAL OPEN phase as described above.

% 9sql sys gliese --as sysdba ——import $GOLDILOCKS_HOME/admin/cluster/DictionarySchema.sql
% 9sgl sys gliese —-as sysdba ——import $GOLDILOCKS_HOME/admin/cluster/InformationSchema.sql
% gsql sys gliese —-—as sysdba ——import
$GOLDILOCKS_HOME/admin/cluster/PerformanceViewSchema.sql

Various structure information can be viewed by using the schema information built above. What is differe
nt from standalone system is that a user can extract only the desired node information by giving group na
me and member node after the object when inquiring the information.

% gsgl test test
Connected to GOLDILOCKS Database.
gSQL> select origin_member name, stat_name, stat_value
2 from gv$system_mem_stat
3 where stat_name = 'PLAN_CACHE_TOTAL_SIZE';
ORIGIN_MEMBER_NAME STAT_NAME STAT_VALUE
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G1N1 PLAN_CACHE_TOTAL_SIZE 17844952
G2N2 PLAN_CACHE_TOTAL_SIZE 16796288
G2N1 PLAN_CACHE_TOTAL_SIZE 16796288
G1N2 PLAN_CACHE_TOTAL_SIZE 16796288
G3N1 PLAN_CACHE_TOTAL_SIZE 16796288
G3N2 PLAN_CACHE_TOTAL_SIZE 16796288

6 rows selected.
gSQL> select origin_member_name, stat_name, stat_value
2 from gv§system_mem_stat@gin2
3 where stat_name = 'PLAN_CACHE_TOTAL_SIZE';
ORIGIN_MEMBER_NAME STAT_NAME STAT_VALUE

G1N2 PLAN_CACHE_TOTAL_SIZE 16796288

1 row selected.

0SQL> select origin_member_name, stat_name, stat_value
2 from gv$system_mem_stat@g1
3 where stat_name = 'PLAN_CACHE_TOTAL_SIZE';

ORIGIN_MEMBER_NAME STAT_NAME STAT_VALUE
G1N1 PLAN_CACHE_TOTAL_SIZE 17844952
G1N2 PLAN_CACHE_TOTAL_SIZE 16796288

2 row selected.
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3.3 Managing Schema Object

The schema object is a logical structure created by a user. GOLDILOCKS cluster system supports the sche
ma objects such as table, index and global sequence. This chapter describes features of each schema obje
ctin cluster system comparing to standalone system. How to efficiently manage them is also described.

Managing Table

A user can specifies one of four following sharding strategies as an option when creating a table in GOLD
ILOCKS cluster system. Sharding strategy is how to distribute and store table data to each cluster group in
cluster system. This option can be specified only in cluster system, and it can not be used when database i
s created as standalone.

¢ Cloned strategy
It equally copies entire table data.

Hash sharding strategy

It distributes table data based on the hash value of sharding key.
* Range sharding strategy
It distributes table data based on the range value of sharding key.

List sharding strategy
It distributes table data based on the list value of sharding key.

For more information about creating table, refer to CREATE TABLE and Cluster Table and Shard.

When omitting the sharding strategy option, it is defined by DEFAULT_SHARDING property. The default v
alue of DEFAULT_SHARDING is 0, and it creates cloned table.

CREATE TABLE t1

(
id  INTEGER,
name VARCHAR(128)
)

If a table is created without giving the sharding strategy by as user as above, then GOLDILOCKS cluster sy
stem internally creates a table by using the following syntax.

CREATE TABLE t1

(
id  INTEGER,
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name VARCHAR(128)

CLONED
AT CLUSTER WIDE

Note
Hash/Range/List sharded table should comply with the followings when creating constraints.
- PRIMARY KEY, UNIQUE constraint should include the sharding key.

Cloned Strategy

It does not distribute the table data based on a specific condition, but it copies all data. The target of cop
ying data can be all nodes in cluster system, or it can be a specific cluster group. In other words, it arrang
es clones in cluster members of a defined cluster group.

e AT CLUSTER WIDE
It arranges clones in all cluster members of all cluster group in cluster system.

When adding a cluster group or cluster member, a user can rearranges clones by using ALTER TA
BLE name REBALANCE statement.

¢ AT CLUSTER GROUP group_list
It arranges clones in all cluster members of a defines cluster group.

o When adding a cluster member to a defined cluster group, a user can rearranges clones by using
ALTER TABLE name REBALANCE statement.

Adding cluster group does not affect the rearrangement of clones.

When the option is omitted, the default value is automatically set to AT CLUSTER WIDE.

CREATE TABLE t1

(
id  INTEGER,
name VARCHAR(128)

)
CLONED
AT CLUSTER WIDE;

CREATE TABLE t1

(
id  INTEGER,
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name VARCHAR(128)
)
CLONED
AT CLUSTER GROUP G1, G2;

Hash Sharding Strategy
It distributes the table data based on the hash value of a column defined as a sharding key.

To use hash sharding strategy, sharing key should be defined complying with the following conditions.

¢ Up to 32 columns can be listed.
* The duplicated column can not be used.
e The column of LONG VARCHAR or LONG VARBINARY type can not be used.

CREATE TABLE t1 ( id INTEGER, name VARCHAR(128) )
SHARDING BY HASH(id);

When hash sharding related options are omitted as above, GOLDILOCKS system interprets it as follows.

CREATE TABLE t1 ( id INTEGER, name VARCHAR(128) )
SHARDING BY HASH(id)
SHARD COUNT 24
AT CLUSTER WIDE;

Table rows are distributes to one of 24 shards based on hash value of id column, and 24 shards are equall
y arranged over the entire cluster system. For more information, refer to Cluster Table and Shard.

Range Sharding Strategy

It distributes the table data based on the range value of the column defined as a sharding key. The shards
are classified based on each range value, and they can be arranged by defining a specific group, or arrang
ed as CLUSTER WIDE.

The following is a syntax of defining six range shards based on the range value of the sharding key colum
n, and creating a table to distribute them as CLUSTER WIDE. If a cluster group is created after creating a t
able, the rearrangement of shard containing the created group can be performed by using REBALANCE f
eature.

* Create a range sharded table.
* Arrange six shards in existing cluster groups (g1, g2, g3).



CREATE TABLE t1
(
id  INTEGER,
name VARCHAR(32)
)

SHARDING BY RANGE (id)

AT CLUSTER WIDE
SHARD s1 VALUES
SHARD s2 VALUES
SHARD s3 VALUES
SHARD s4 VALUES
SHARD s5 VALUES
SHARD s6 VALUES

LESS THAN
LESS THAN
LESS THAN
LESS THAN
LESS THAN
LESS THAN

e Add a cluster group.

CREATE CLUSTER GROUP g4

CLUSTER MEMBER g4n1 HOST

¢ Rearrange the range shard.

200000 )
400000 )
500000 )
600000 )
)
E

7
7
7

7

800000
MAXVALU

7

)

'192.168.0.41" PORT 10401
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» Rearrange six shards in cluster groups (g1, g2, g3, g4) in which the added group is included.

ALTER TABLE t1 REBALANCE;

The following is a syntax of defining range shards, which are defined based on the range of sharding key

column value, only to be arranged in a specific cluster group. In other words, the shard s1 whose range v

alue is smaller than 200000 is allocated in cluster group g1, s2 is allocated in cluster group g2, and shard

s3 is allocated in g3. Like as shards can not be rearranged by using REBALANCE feature even when a clus

ter group is added later in a table created by defining cluster group.

e Create a range sharded table.

» Allocate each range shards to defined cluster groups.

CREATE TABLE t1
(
id  INTEGER,
name VARCHAR(32)
)

SHARDING BY RANGE (id)
SHARD s1 VALUES LESS THAN ( 200000 ) AT CLUSTER GROUP g1,
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SHARD s2 VALUES LESS THAN ( 400000 ) AT CLUSTER GROUP g2,
SHARD s3 VALUES LESS THAN ( 500000 ) AT CLUSTER GROUP g3,
SHARD s4 VALUES LESS THAN ( 600000 ) AT CLUSTER GROUP g2,
SHARD s5 VALUES LESS THAN ( 800000 ) AT CLUSTER GROUP g3,
SHARD s6 VALUES LESS THAN ( MAXVALUE ) AT CLUSTER GROUP g1

¢ Add a cluster group.

CREATE CLUSTER GROUP g4
CLUSTER MEMBER g4n1 HOST '192.168.0.41" PORT 10401

¢ Rearrange the range shard.
* Ashard is not allocated to the newly created cluster group (g4).

ALTER TABLE t1 REBALANCE;

The following conditions should be considered to specify the range sharding key.

e Up to 32 columns can be listed.
* The duplicated column can not be used.
¢ The column of LONG VARCHAR or LONG VARBINARY type can not be used.

List Sharding Strategy

It distributes the table data based on the list value of the column defined as a sharding key. Like as the ra
nge sharding strategy, each shard can be arranged by defining a specific group, or arranged as CLUSTER
WIDE.

The followings are conditions to define the shard key in list sharding strategy.

e Only a single column can be used.
* The column of LONG VARCHAR or LONG VARBINARY type can not be used.

The following is a syntax of creating a table of which created list shards are arranged as CLUSTER WIDE.
Use REBALANCE feature to rearrange shards including a cluster group created after creating a table.

* Create a list sharded table.
* Arrange five shards in existing cluster groups (g1, g2, g3).

CREATE TABLE city
(



id  INTEGER,
name VARCHAR(32)

)

SHARDING BY LIST (name)
AT CLUSTER WIDE
SHARD s1 VALUES IN
SHARD s2 VALUES I
SHARD s3 VALUES I
SHARD s4 VALUES I
SHARD s5 VALUES IN

= = =
~ A~ o~~~

* Add a cluster group.

CREATE CLUSTER GROUP g4
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'SEQUL' ),

'PUSAN', 'ULSAN', 'DAEGU' ),
'DAEJEON', 'GWANGJIU' ),
'ANSAN', 'GOYANG' ),

DEFAULT )

CLUSTER MEMBER g4n1 HOST '192.168.0.41" PORT 10401

* Rearrange the list shard.

e Rearrange five shards in cluster groups (g1, g2, g3, g4) in which the created group is included.

ALTER TABLE city REBALANCE;

The following is a syntax of defining list shards, which are defined based on the list value of sharding key

column value, only to be arranged in a specific cluster group. Shards can not be rearranged by using REB

ALANCE feature even when a cluster group is created.

* Create a list sharded table.

» Allocate each range shards to defined cluster groups.

CREATE TABLE city

(

id  INTEGER,
name VARCHAR(32)

)

SHARDING BY LIST (name)
SHARD s1 VALUES IN (
SHARD s2 VALUES IN (
SHARD s3 VALUES IN (
SHARD s4 VALUES IN (
SHARD s5 VALUES IN (

'SEOUL" ) AT CLUSTER GROUP g1,
'PUSAN', 'ULSAN', 'DAEGU' ) AT CLUSTER GROUP g2,
'DAEJEON', 'GWANGIU' ) AT CLUSTER GROUP g3,
"ANSAN', 'GOYANG' ) AT CLUSTER GROUP g2,

DEFAULT ) AT CLUSTER GROUP g1
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¢ Create a cluster group.

CREATE CLUSTER GROUP g4
CLUSTER MEMBER g4n1 HOST '192.168.0.41" PORT 10401

* Rearrange the list shard.
e A shard is not allocated to the newly created cluster group (g4).

ALTER TABLE city REBALANCE;

Managing Index

Global Secondary Index

In cluster system, multiple member nodes exist, and table records are dividedly stored or duplicated based
on the shard strategy. Standalone system guarantees the uniqueness of a record by storing unique value
(Row Identifier: RID) in the database when the record is stored. However, in cluster system, each node ca
n have the duplicated value, so the uniqueness can not be guaranteed.

Therefore, it is required to guarantee the uniqueness of a record in cluster system. This is a reason why gl
obal RID(GRID) is added. The GRID value of a record is not updated even when the record is updated, so i
tis not updated when shard key is updated then moved to another shard, then it guarantees the uniquen
ess of a specific record in cluster system.

Global secondary index is a B-tree index which consists of keys to search the GRID value of the records qu
ickly in cluster system.

A user can select whether to create global secondary index through the following properties when creati
ng a table. The user also can delete or recreate the global secondary index after table creation is complet
ed. Only one global secondary index can be created per table.

For more information, refer to DEFAULT_GLOBAL_SECONDARY_INDEX_CREATION.

A global secondary index is necessary to perform the non-deterministic query for a table. If a global secon
dary index does not exist in a table, then a non-deterministic query fails as follows.

gSQLY> DELETE FROM T1 LIMIT 1;
ERR-42000(16423): does not support non-deterministic DML in the cluster system : global

secondary index expected

Enquire USER_GSI_PLACE DICTIONARY, or use ALL_GSI_PLACE and DBA_GSI_PLACE dictionary to check

if the global secondary index of a table is created.



9SQL> CREATE TABLE T1( I1 INTEGER );

Table created.

gSQL> COMMIT;

Commit complete.

gSQL> SELECT *
2  FROM USER_GSI_PLACE@LOCAL
3 WHERE TABLE_NAME = 'T1';
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TABLE_SCHEMA TABLE_NAME GROUP_ID GROUP_NAME MEMBER_ID MEMBER_NAME MEMBER_OFFLINE

BLOCKS
PUBLIC T1 1

64
PUBLIC T1 1

null

2 rows selected.

gSQL> DROP TABLE T1;

Table dropped.

gSQL> COMMIT,

Commit complete.

gSQL> SELECT =
2  FROM USER_GSI_PLACE@LOCAL
3 WHERE TABLE_NAME = 'T1';

no rows selected.

Global Sequence

G1

G1

1 GIN1

2 GIN2

FALSE

FALSE

GOLDILOCKS cluster system provides global sequence object which are an expansion of the existing sequ

ence for multiple member nodes to share and use the set of sequence value fitting into user defined cond

itions. In other words, the global sequence object is internally and automatically created when a user crea

tes a sequence in cluster system, then the sequence values in a specific range are allocated and used whe

n calling NEXTVAL on each member node. The following is a syntax of creating and using the global sequ

ence, which are as same as those of sequence in standalone.

gSQL> CREATE SEQUENCE global_user_seq START WITH 1000 INCREMENT BY 1 NOCACHE NOCYCLE;

Sequence created.

gSQLY> SELECT global_user seq.NEXTVAL FROM dual;

NEXTVAL
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1
1 row selected.
gSQL> DROP SEQUENCE global_user_seq;
Sequence dropped.

Like as the sequence used in standalone, the global sequence object can define a cache size as a creating
option, and this means acquiring several sequence value from the global sequence object and loading at |
ocal cache. The followings are local cache status of each member node and return values of when calling
NEXTVAL, this is when creating the global sequence object by setting cache size to 5.

9SQL> CREATE SEQUENCE seq START WITH 1 CACHE 5;
Sequence created.

The number of remaining

Member name NEXTVAL result local cache sequence Description
G1N1 G1N2

From Global Object
G1N1 1 4 0

(Alloc 1 ~ 5)
G1N1 2 3 0 From Local Cache
G1N1 3 2 0 From Local Cache

From Global Object
G1N2 6 3 4

(Alloc 6 ~ 10)
G1N2 7 3 3 From Local Cache
G1N2 3 2 From Local Cache
G1N2 9 3 1 From Local Cache
G1N2 10 3 0 From Local Cache

From Global Object
G1TN2 11 3 4

(Alloc 11 ~ 15)
G1N2 12 3 3 From Local Cache
G1N1 4 1 3 From Local Cache
G1N1 5 0 3 From Local Cache

From Global Object
G1N1 16 4 3

(Alloc 16 ~ 20)

In the table above, the sequence values are allocated to G1N1 and G1N2 two times each (four times in to
tal) from the global sequence object. The cache option value is set to 5 when creating a sequence, so five
sequence values are allocated each from the global object. Those five sequences allocated to a member n
ode is stored in its own local cache, then it is returned one by one whenever calling NEXTVAL.

* GTN1

The values of five sequences (1~5) are allocated from the global sequence object when calling th
e first NEXTVAL.
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o Asingle sequence is returned as a result of NEXTVAL and the values of other four sequences are |
oaded in its own local cache.

NEXTVAL called later returns in turn the values of the sequences loaded in the local cache.
e GIN2

o The values of sequences (6~10) which are after the sequences allocated on G1N1 are allocated
when calling the first NEXTVAL.

6 is returned as a result of NEXTVAL, and the values of other four sequences (7~10) are loaded i
n its own local cache.

NEXTVAL called later returns the sequence values loaded in the local cache.

Local cache is run out, so values of other five sequences (11~15) are allocated again from the glo
bal sequence object.

e GITNT

o Local cache is run out, so the values of five sequences (16~20) after the sequences allocated last
on G1N2 are allocated.

The sequence as big as the CACHE size are allocated to all member nodes when NEXTVAL has never bee
n called on its own node or when all allocated nodes are run out. Therefore, if a system needs to acquire
the sequence value quickly, it is required to set the appropriate cache size when creating a sequence to pr
event too much frequent allocation. It is because, unlike standalone database, allocating sequence from t
he global sequence object is accompanied by the network communication cost.

The sequence values loaded in local cache can not be reused when database restarts due to a system erro
r or operational work. The sequence values are allocated again from the global sequence object when cal
ling NEXTVAL for the first time since the restart. Therefore, the CACHE size allocated when creating the s
equence also means the range value of sequence which is possible to be lost when an error occurs, so th
e size should be set appropriately considering not only the corresponding feature but also loss range.

The result value of calling NEXTVAL from a specific node may not be sequential in cluster system. In the e
xample above, the return value is not sequential when G1N1 node calls NEXTVAL. After the first allocate
d value(1~5) is run out, 16~20 is allocated second, so 16 is returned to a user as the next sequence value
of 5. It is because a single global sequence pool is allocated competitively to multiple nodes.

The followings are features and constraints of global sequence object, comparing to the sequence for exi
sting standalone database.

» The sign can not be modified by using INCREMENT BY option in ALTER SEQUENCE statement. (The si
ze can be modified.)

* The duplicated value among member nodes can be returned depending on the pool size of entire seq
uence when using CYCLE option. Therefore, create the sequence pool big enough, considering INCR
EMENT BY, CACHE SIZE, and the number of cluster member nodes when CYCLE option is in need.

e The return value from a specific node may not be sequential even when an error does not occur. Of ¢
ourse, if only one member node calls NEXTVAL, then sequential sequence value is obtained.

e The CACHE SIZE is 1 for NOCACHE, so the additional sequence values are not loaded in local cache. |
n this case, only one sequence is allocated from the global sequence object whenever calling NEXTV
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AL, and it increases the network cost and degrades the performance.
* Creating, updating and deleting sequences are operated as AUTO COMMIT.

All sequence values loaded in local cache of all nodes are reset when the size of CACHE and INCREM
ENT are updated by ALTER statement. In other words, a new sequence set should be allocated from t
he global sequence object when calling NEXTVAL afterwards.
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3.4 GOLDILOCKS Property

The followings are main properties used in GOLDILOCKS cluster system.

Table 3-5 Main properties of GOLDILOCKS

Name Description
LOCAL_CLUSTER_MEMBER Member name
LOCAL_CLUSTER_MEMBER_HOST Host address for connecting to cluster session
LOCAL_CLUSTER_MEMBER_PORT Port for connecting to cluster session
CDISPATCHER_THREADS The number of cluster dispatcher threads
CSERVERS The number of cluster server process
CLUSTER_DATA_SYNC_SERVERS The number of cluster server process to synchronize replica data

Each property has the following two alterable scopes in GOLDILOCKS cluster system.

e LOCAL: It can alter property values not only for entire member but also for a specific member only.

* GLOBAL: It can not alter the property value only for a specific member, but it should alter the propert
y value for all members.

For example, PRIVATE_STATIC_AREA_SIZE properties can be altered up to the LOCAL range (IS_GLOBAL
column = FALSE) as follows, so the property value can be altered by using alter system set statement not
only for entire member but also for a specific member only. If AT clause is not added to after alter system
set statement, the altered properties are applied to all members of cluster system.

% gsql test test

Connected to GOLDILOCKS Database.

gSQL> select origin_member name, property name, property value, is global
2 from gv$property
3 where property_name = 'PRIVATE_STATIC_AREA_SIZE';

ORIGIN_MEMBER_NAME PROPERTY_NAME PROPERTY_VALUE IS_GLOBAL
G1N1 PRIVATE_STATIC_AREA_SIZE 104857600 FALSE
G1N2 PRIVATE_STATIC_AREA_SIZE 104857600 FALSE

2 rows selected.
gSQL> alter system set private_static_area_size = 200000000 at g1n2;
System altered.
9SQL> select origin_member_name, property_name, property_value, is_global
2 from gv$property
3 where property_name = 'PRIVATE_STATIC_AREA_SIZE';
ORIGIN_MEMBER_NAME PROPERTY_NAME PROPERTY_VALUE IS_GLOBAL
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GTN1 PRIVATE_STATIC_AREA_SIZE 104857600 FALSE

G1N2 PRIVATE_STATIC_AREA_SIZE 200000000 FALSE

2 rows selected.

gSQL> alter system set private static_area size = 300000000,

System altered.

gSQL> select origin_member_name, property_name, property_value, is_global
2 from gv$property
3 where property_name = 'PRIVATE_STATIC_AREA_SIZE';

ORIGIN_MEMBER_NAME PROPERTY_NAME PROPERTY_VALUE IS_GLOBAL
G1N1 PRIVATE_STATIC_AREA_SIZE 300000000 FALSE
GTN2 PRIVATE_STATIC_AREA_SIZE 300000000 FALSE

2 rows selected.

However, DDL_ AUTOCOMMIT can be altered up to GLOBAL as follows. Therefore, an error occurs when
specifying a member by using AT clause in alter system set statement.

% gsql test test

Connected to GOLDILOCKS Database.

gSQLY> select origin_member_name, property_name, property value, is_global
2 from gv$property
3 where property_name = 'DDL_AUTOCOMMIT',

ORIGIN_MEMBER_NAME PROPERTY_NAME PROPERTY_VALUE IS_GLOBAL

GTN1 DDL_AUTOCOMMIT NO TRUE
GTN2 DDL_AUTOCOMMIT NO TRUE
2 rows selected.
gSQL> alter system set ddl_autocommit = false at g1n2;
ERR-42000(16398): the domain of property does not match with domain 'G1N2'
alter system set ddl_autocommit = false at gin2
*
ERROR at line 1:
gSQLY> alter system set ddl_autocommit = false;
System altered.
gSQL> select origin_member_name, property_name, property_value, is_global
2 from gv$property
3 where property_name = 'DDL_AUTOCOMMIT',
ORIGIN_MEMBER_NAME PROPERTY_NAME PROPERTY_VALUE IS_GLOBAL

G1N1 DDL_AUTOCOMMIT NO TRUE
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GTN2 DDL_AUTOCOMMIT NO TRUE

2 rows selected.
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4.1 Feature Matrix

This chapter briefly describes the features added to each major version.

Architecture

System Architecture

The following is a feature matrix for system architecture.

Table 4-1 Feature matrix for system architecture

—_
x
N
x
w
—_

Feature

Shared Nothing Cluster

DA (Direct Attach)

JDBC DA (Direct Attach)

C/S (Client/Server) Dedicated
C/S (Client/Server) Shared
multi-process applications
multi-threaded applications
Linux platform

HP platform

AlX platform

Windows Client Platform
CDC(Change Data Capture) replication
CDC replication with log mirror
multi-level start up

parallel database loading

parallel index build

X X O X X X X X|X O 0|0 X X X O X
O 0O O 0O O O O O/ 0o o0 o0/l o0 O X o X
O 0O 0O 0O 0O O o o oo oo o oo oo

SQL plan cache

e
[N}

O 0O OO O o o o oo oo o o o oo



Storage Internal

The following is a feature matrix for storage internal.

Table 4-2 Feature matrix for storage internal

Feature

memory dictionary tablespace
memory data tablespace
memory undo tablespace
memory temporary tablespace
memory bitmap data segment
memory bitmap undo segment
memory bitmap instant segment
memory heap table

memory instant table

memory B-tree index

memory instant B-tree
memory instant hash

global secondary index

_.
>

X X X O X/ O X O 0O X O o o

N
x

X O O O 0O/ OO0 o o o0 o oo

w
-

O O OO0 O O o o o o o oo
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Transaction Control

The following is a feature matrix for transaction control.

Table 4-3 Feature matrix for transaction control

—
x
N
x
w
—

Feature

CDS(Concurrency Data Store) database mode
TDS(Transactional Data Store) database mode
read-only database

read/write database

flat transaction

distributed transaction

read-only transaction

read/write transaction

READ COMMITTED isolation level
SERIALIZABLE isolation level with SELECT FOR UPDATE
MVCC(Multi Version Concurrency Control)
multi-version read consistency
multi-statement consistent read

implicit lock for DML

writer don't blocks readers

row-level locking

deadlock detection

deadlock resolution

lock granularity

read lock

write lock

intention lock

WAL(Write Ahead Logging)

repeat history

restart recovery

circular logging

buffered logging

logging group

supplemental logging

mirrored logging

synchronous commit

asynchronous commit

grouped commit

total rollback

O O 0O 00 X XX O OO OO OO OO O OO 0O 0O 0O 00000 X x o o/ x o o
O O O 0O O O 0O 0O 00O 00000 oo oo oo oo oo oo o0b oo o oo oo
O OO0 0O 0O 000 000000 o0 oo o000 ool o o0obo oo oo oo o0

implicit statement rollback

w
N
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Feature 1.x 2.X 3.1 3.2

savepoint management X 0O (0] (0]
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Backup & Recovery

The following is a feature matrix for backup & recovery.

Table 4-4 Feature matrix for backup & recovery

Feature 1.x 2.x 3.1
off-line backup 0 @) @)
on-line backup X ) 0
full backup X 0 0
incremental backup X 0 0
complete recovery 0 0 0
incomplete recovery X (0] 0
auto instance recovery (0] (0] 0
tablespace recovery X 0 )
file recovery X @) 0

w
N

O O O O oo o oo
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Database Information

DICTIONARY_SCHEMA Schema

The following is a feature matrix for DICTIONARY_SCHEMA schema.

Table 4-5 Feature matrix for DICTIONARY_SCHEMA schema

N
x

N
x

w
PN
w
N

Family Feature

ALL_ALL_TABLES
ALL_ARGUMENTS
ALL_CATALOG
ALL_CLUSTER_TABLES
ALL_COL_COMMENTS
ALL_COL_PLACE
ALL_COL_PRIVS
ALL_COL_PRIVS_MADE
ALL_COL_PRIVS_RECD
ALL_CONSTRAINTS
ALL_CONS_COLUMNS
ALL_DB_PRIVS
ALL_DB_PRIVS_MADE
ALL_DB_PRIVS_RECD
ALL_DEPENDENCIES
ALL_GLOBAL_SECONDARY_INDEXES
ALL_GSI_PLACE
ALL_INDEXES
ALL_IND_COLUMNS
ALL_IND_PLACE
ALL_NONSCHEMA_COMMENTS
ALL_OBJECTS
ALL_PROCEDURES
ALL_PROC_PRIVS
ALL_PROC_PRIV_MADE
ALL_PROC_PRIV_RECD
ALL_SCHEMAS
ALL_SCHEMA_PATH
ALL_SCHEMA_PRIVS
ALL_SCHEMA_PRIVS_MADE
ALL_SCHEMA_PRIVS_RECD
ALL_SEQUENCES
ALL_SEQ_PRIVS

Views of ALL_family

XX X X X X X X|X X X/ X X X X X|X X X| X X X X X X X X|X X XX X Xx
O O O 0O 0O 0O O0OX X X X OO0 X 0O 0O X X X O 0O O O oo o o0 X o x o x|o
O O 0O 0O 0O 0O o000 0O 0O 0O o oo ob oo obob oo ob oo oo o o o oo
O OO0 0O 0O 0O 00 0O 0O o0 o0 O o0 oo o oo oo oo oo o x oo o oo
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Family

Feature

ALL_SEQ_PRIVS_MADE
ALL_SEQ_PRIVS_RECD
ALL_SHARD_KEY_COLUMNS
ALL_SOURCE
ALL_SYNONYMS
ALL_TABLES
ALL_TAB_COLS
ALL_TAB_COLUMNS
ALL_TAB_COMMENTS
ALL_TAB_IDENTITY_COLS
ALL_TAB_PLACE
ALL_TAB_SHARDS
ALL_TAB_PRIVS
ALL_TAB_PRIVS_MADE
ALL_TAB_PRIVS_RECD
ALL_TBS_PRIVS
ALL_TBS_PRIVS_MADE
ALL_TBS_PRIVS_RECD
ALL_USERS

ALL_VIEWS
DBA_ALL_TABLES
DBA_ARGUMENTS
DBA_CATALOG
DBA_CLUSTER
DBA_CLUSTER_COMMENTS
DBA_CLUSTER_TABLES
DBA_COL_COMMENTS
DBA_COL_PLACE
DBA_COL_PRIVS
DBA_CONSTRAINTS
DBA_CONS_COLUMNS
DBA_DB_PRIVS
DBA_DEPENDENCIES
DBA_EXTENTS
DBA_GLOBAL_SECONDARY_INDEXES
DBA_GSI_PLACE
DBA_INDEXES
DBA_IND_COLUMNS
DBA_IND_PLACE
DBA_NONSCHEMA_COMMENTS

—
*

X X X X X X X X X X X|X|X X X X X X X XX X X|X| X X X X X X X XX X X XX X x X

N
x
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Family Feature

—
x

N
x

w
-
w
N

Views of DBA_family DBA_OBIJECTS
DBA_PROCEDURES
DBA_PROC_PRIVS
DBA_PROFILES
DBA_SCHEMAS
DBA_SCHEMA_PATH
DBA_SCHEMA_PRIVS
DBA_SEQUENCES
DBA_SEQ_PRIVS
DBA_SHARD_KEY_COLUMNS
DBA_SOURCE
DBA_STAT_SYSTEM
DBA_SYNONYMS
DBA_SYS_PRIVS
DBA_TABLES
DBA_TABLESPACES
DBA_TAB_COLS
DBA_TAB_COLUMNS
DBA_TAB_COMMENTS
DBA_TAB_IDENTITY_COLS
DBA_TAB_PLACE
DBA_TAB_PRIVS
DBA_TAB_SHARDS
DBA_TBS_PRIVS
DBA_USERS
DBA_VIEWS
USER_ALL_TABLES
USER_ARGUMENTS
USER_CATALOG
USER_CLUSTER_TABLES
USER_COL_COMMENTS
USER_COL_PLACE
USER_COL_PRIVS
USER_COL_PRIVS_MADE
USER_COL_PRIVS_RECD
USER_CONSTRAINTS
USER_CONS_COLUMNS
USER_DEPENDENCIES
USER_EXTENTS
USER_GLOBAL_SECONDARY_INDEXES

X X X X X X X X X X X|X|X X X X X X X XX X X|X| X X X X X X X XX X X XX X x X
X O X O O O OO0 X O X O X OO0 0O 0O X O X OO O 000 0O 0 X X X 0o 0o 0O O o0 o0 x x o0
O OO0 O 0O 0O 00 0O 0O 0O 0O 0O o 0o oo oo oo oo obob oo obobob o oo o o oo
O OO0 O 0O 00X OO0 0O 0O O 0O 0o o oo o0 oo oo oo oo oo o o oo o o oo
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Family

Views of USER_family

Feature

USER_GSI_PLACE
USER_INDEXES
USER_IND_COLUMNS
USER_IND_PLACE
USER_OBIJECTS
USER_PROCEDURES
USER_PROC_PRIVS
USER_PROC_PRIVS_MADE
USER_PROC_PRIVS_RECD
USER_SCHEMAS
USER_SCHEMA_PATH
USER_SCHEMA_PRIVS
USER_SCHEMA_PRIVS_MADE
USER_SCHEMA_PRIVS_RECD
USER_SEQUENCES
USER_SEQ_PRIVS
USER_SEQ_PRIVS_MADE
USER_SEQ_PRIVS_RECD
USER_SHARD_KEY_COLUMNS
USER_SOURCE
USER_SYNONYMS
USER_SYS_PRIVS
USER_TABLES
USER_TABLESPACES
USER_TAB_COLS
USER_TAB_COLUMNS
USER_TAB_COMMENTS
USER_TAB_IDENTITY_COLS
USER_TAB_PLACE
USER_TAB_PRIVS
USER_TAB_PRIVS_MADE
USER_TAB_PRIVS_RECD
USER_TAB_SHARDS
USER_USERS

USER_VIEWS
AUDIT_POLICIES
AUDIT_POLICY_ENABLED
AUDIT_POLICY_OPTIONS
AUDIT_TRAIL
DATABASE_PROPERTIES

—
X

X X X X X X X X X X X|X|X X X X X X X XX X X|X| X X X X X X X XX X X XX X x X

N
x
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Family Feature 1.x 2.x 3.1 3.2

Other views DBC_TABLE_TYPE_INFO X O 0 0
DICTIONARY X O ) )

DICT_COLUMNS X 0 0 0

IMPLEMENTATION_INFO X 0 0 0
IMPLEMENTATION_INFO_BASE X @) 0 0

JDBC_CLIENT_PROPS X @) 0 0

PRODUCT X @) @) 0

SESSION_PRIVS X O ) 0
SUPPLEMENTAL_LOG_TABLE_INFO X 0 0 ]

CcoLs X 0 0 0

DICT X 0 0 0

Aliased Synonym IND X o o o
OBl X 0 0 0

SEQ X 0 o) 0

TABS X 0 0 0

INFORMATION_SCHEMA Schema

The following is a feature matrix for INFORMATION_SCHEMA schema.

Table 4-6 Feature matrix for INFORMATION_SCHEMA schema

Feature 1.x 2.x 3.1 3.2
COLUMNS X 0 0 0
COLUMN_PRIVILEGES X 0 0 0
CONSTRAINT_COLUMN_USAGE X 0 0 0
CONSTRAINT_TABLE_USAGE X 0 0 0
INFORMATION_SCHEMA_CATALOG_NAME X 0 0 0]
KEY_COLUMN_USAGE X 0 0 0
PARAMETERS X X 0 0
REFERENTIAL_CONSTRAINTS X 0 0 0
ROUTINES X X 0 0
ROUTINE_PRIVILEGES X X 0 0
ROUTINE_ROUTINE_USAGE X X 0 0
ROUTINE_SEQUENCE_USAGE X X 0 0
ROUTINE_TABLE_USAGE X X 0 0
SCHEMATA X 0 0 0
SEQUENCES X 0 0 0
SQL_FEATURES X 0 0 0
SQL_IMPLEMENTATION_INFO X 0 0 o)
SQL_PACKAGES X 0 0 0
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Feature

SQL_PARTS

SQL_SIZING

STATISTICS

TABLES
TABLE_CONSTRAINTS
TABLE_PRIVILEGES
USAGE_PRIVILEGES
VIEWS
VIEW_ROUTINE_USAGE
VIEW_TABLE_USAGE

_‘
>

X X X X X|X X X X X

PERFORMANCE_VIEW_SCHEMA Schema

The following is a feature matrix for PERFORMANCE_VIEW_SCHEMA schema.

Table 4-7 Feature matrix for PERFORMANCE_VIEW_SCHEMA schema

Feature
GV$____
V$AGABLE_INFO
V$ARCHIVELOG

V$AUDITABLE_DB_PRIVILEGES
V$AUDITABLE_SYSTEM_ACTIONS

V$BACKUP

V$BALANCER
V$CLUSTER_DISPATCHER
V$CLUSTER_LOCATION
V$CLUSTER_MEMBER
V$COLUMNS
V$CONTROLFILE
V$DATAFILE

V$DB_FILE

V$DISPATCHER
V$ERROR_CODE
V$GLOBAL_TRANSACTION
V$JOURNALING
V$INCREMENTAL_BACKUP
V$INSTANCE
V$KEYWORDS

V$LATCH

V$LOCK_WAIT

1.x

X X X X X X X X X X| X X X X|X X X X|X X X X Xx

N
x
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Feature

V$LOGFILE
V$PROCESS_MEM_STAT
V$PROCESS_SQL_STAT
V$PROCESS_STAT
V$PROPERTY
V$PSM_RESERVED_WORDS
V$QUEUE
V$RESERVED_WORDS
V$SESSION
V$SESSION_AUDIT
V$SESSION_CONNECT_INFO
V$SESSION_EVENT
V$SESSION_MEM_STAT
V$SESSION_SQL_STAT
V$SESSION_STAT
V$SESSION_WAIT
V$SHARED_MODE
V$SHARED_SERVER
V$SHM_SEGMENT
V$SPROPERTY
V$SQLFN_METADATA
V$SQL_CACHE
V$SQL_COMMAND
V$SQL_HISTORY
V$STATEMENT
V$SYSTEM_EVENT
V$SYSTEM_MEM_STAT
V$SYSTEM_SQL_STAT
V$SYSTEM_STAT
V$TABLES
V$TABLESPACE
V$TABLESPACE_STAT
V$TRANSACTION

V$WAIT_EVENT_CLASS_NAME

V$WAIT_EVENT_NAME
V$XA_TRANSATION

_‘
>

XX X XX X X X X X X XX X X XX X X X X X X X X X X X|X X X|X X X x x
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Server Property

The following is a feature matrix for server property.

Table 4-8 Feature matrix for server property

Feature

AGING_INTERVAL
AGING_PLAN_INTERVAL
ARCHIVELOG_DIR

ARCHIVELOG_DIR_1 ~ DIR_10
ARCHIVELOG_FILE
ARCHIVELOG_MODE

BACKUP_DIR_1 ~ DIR_10
BLOCK_READ_COUNT
BULK_IO_PAGE_COUNT
CDISPATCHER_HOT_POLICY_INTERVAL
CDISPATCHER_SOCKET_BUFFER_SIZE
CDISPATCHER_THREADS
CHAR_LENGTH_UNITS
CHARACTER_SET
CHECK_DEDICATE_CONNECTION_INTERVAL
CHECK_DEDICATE_SOCKET
CLIENT_MAX_COUNT
CLIENT_NUMA_POLICY
CLOSE_PSM_CHILD_STMTS
CLUSTER_ASYNC_COMMIT
CLUSTER_ASYNC_REPLICATION
CLUSTER_CM_BUFFER_COUNT
CLUSTER_CM_BUFFER_SIZE
CLUSTER_CM_READ_BUFFER_SIZE
CLUSTER_COMMIT_SLAVES
CLUSTER_COMMIT_STREAM_ISOLATION
CLUSTER_CONNECTION
CLUSTER_CONNECTION_TIMEOUT_SEC
CLUSTER_DATA_SYNC_SERVERS
CLUSTER_DISPATCHER_IN_QUEUE_SIZE

CLUSTER_DISPATCHER_NUMA_STREAM_MAP

CLUSTER_DISPATCHER_OUT_QUEUE_SIZE
CLUSTER_HEARTBEAT_INTERVAL
CLUSTER_HEARTBEAT_RETRY_COUNT
CLUSTER_IGNORE_INACTIVE_MEMBER

_.
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Feature

CLUSTER_MAX_PACKET_SIZE
CLUSTER_MAX_PAYLOAD_SIZE
CLUSTER_PACKET_ALLOCATION_TIMEOUT
CLUSTER_SERVER_RESPONSE_QUEUE_SIZE
CLUSTER_SPLIT_BRAIN_RESOLUTION_POLICY
CLUSTER_SPLIT_BRAIN_RETRY_COUNT
COMMITTER_HOT_POLICY_INTERVAL
CONTROL_FILE_O ~ FILE_7
CONTROL_FILE_COUNT
CONTROL_FILE_TEMP_NAME
COORDINATOR_COMMIT_WRITE_MODE
CSERVERS

DA_CLIENT_NUMA_MODE
DATA_STORE_MODE
DATABASE_ACCESS_MODE
DATABASE_INSTANCE_NAME
DDL_AUTOCOMMIT

DDL_LOCK_TIMEOUT
DEFAULT_GLOBAL_SECONDARY_INDEX_CREATION
DEFAULT_INDEX_LOGGING
DEFAULT_INDEX_PCTFREE

DEFAULT_INITRANS

DEFAULT_MAXTRANS

DEFAULT_PCTFREE

DEFAULT_PCTUSED
DEFAULT_REMOVAL_BACKUP_FILE
DEFAULT_REMOVAL_OBSOLETE_BACKUP_LIST
DEFAULT_SHARDING
DISABLE_DDL_CDC_GIVEUP
DISABLE_UPDATE_PK_CDC_GIVEUP
DISALLOWED_PROTOCOL_TARGETTYPE
DISALLOWED_PROTOCOL_TARGETTYPE_WITH_ALL
DISALLOWED_PROTOCOL_TARGETTYPE_WITH_NAME
DISPATCHERS

DISPATCHER_CM_BUFFER_SIZE
DISPATCHER_CM_UNIT_SIZE
DISPATCHER_CONNECTIONS
DISPATCHER_HOT_POLICY_INTERVAL
DISPATCHER_LOAD_BALANCING
DISPATCHER_NUMA_STREAM_MAP
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Feature

DISPATCHER_QUEUE_SIZE

DISPATCHER_REQUEST_MINI_QUEUE_COUNT
DISPATCHER_RESPONSE_MINI_QUEUE_COUNT

FETCH_FAILOVER

GLOBAL_CONNECTION_ALLOW_SESSION_DEPENDENCY

GLOBAL_JOURNAL_BUFFER_SIZE

GLOBAL_JOURNAL_BUFFER_TOTAL_MAX_SIZE

GLOBAL_PROPERTY_LOCK_TIMEOUT

GLOBAL_TRANSACTION_COMMIT_WRITE_MODE
GLOBAL_TRANSACTION_ISOLATION_SCOPE

GLOBAL_TRANSACTION_LOG_DIR
GLOBAL_TRANSACTION_LOG_FILE_SIZE
GMASTER_NUMA_NODE
GMON_AUTOSTART

HINT_ERROR

IDLE_TIMEOUT
IN_DOUBT_DECISION
INDEX_BUILD_PARALLEL_FACTOR
INDEX_TREE_MERGE_PARALLEL_FACTOR
INST_ALLOCATOR_COUNT
INST_TABLE_BLOCK_SIZE
JOURNAL_TEMP_DIR
KEEPALIVE_IDLE_TIME
LOCAL_CLUSTER_MEMBER
LOCAL_CLUSTER_MEMBER_HOST
LOCAL_CLUSTER_MEMBER_PORT
LOCAL_JOURNAL_BUFFER_SIZE
LOCATION_FILE
LOCATOR_QUERY_TIMEOUT
LOCK_HASH_TABLE_SIZE
LOG_BLOCK_SIZE
LOG_BUFFER_SIZE

LOG_DIR

LOG_FILE_SIZE
LOG_GROUP_COUNT
LOG_MIRROR_MODE

LOG_MIRROR_SHARED_MEMORY_STATIC_SIZE

LOG_MIRROR_TIMEOUT
LOG_SYNC_INTERVAL
LOG_SYNC_INTERVAL_MSEC
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Feature

MAX_GROUP_COUNT
MAX_JOURNAL_FILE_SIZE
MAX_NODE_COUNT
MAXIMUM_CONCURRENT_ACTIVITIES
MAXIMUM_FLANGE_COUNT
MAXIMUM_FLUSH_LOG_BLOCK_COUNT
MAXIMUM_FLUSH_PAGE_COUNT
MAXIMUM_JOURNAL_REPLAY_COUNT
MAXIMUM_NAMED_CURSOR_COUNT
MAXIMUM_SESSION_CM_BUFFER_SIZE
MEASURE_CLUSTER_LATENCY
MEDIA_RECOVERY_LOG_BUFFER_SIZE
MEMORY_MERGE_RUN_COUNT
MEMORY_SORT_RUN_SIZE
MIN_SAMPLE_ROW_COUNT
MINIMUM_UNDO_PAGE_COUNT
NET_BUFFER_SIZE

NLS_DATE_FORMAT
NLS_TIME_FORMAT
NLS_TIME_WITH_TIME_ZONE_FORMAT
NLS_TIMESTAMP_FORMAT
NLS_TIMESTAMP_WITH_TIME_ZONE_FORMAT
NUMA

NUMA_MAP
OFFLINE_MEMBER_AFTER_FAILOVER
ONLINE_JOURNAL_REPLAY_THRESHOLD
OS_GROUP_ACCESS
PACKET_COMPRESSION_THRESHOLD
PAGE_CHECKSUM_TYPE
PARALLEL_IO_FACTOR
PARALLEL_IO_GROUP_1 ~ GROUP_16
PARALLEL_LOAD_FACTOR
PENDING_LOG_BUFFER_COUNT
PLAN_CACHE

PLAN_CACHE_SIZE
PRIVATE_STATIC_AREA_SIZE
PROCESS_MAX_COUNT
QUERY_TIMEOUT
READABLE_ARCHIVELOG_DIR_COUNT
READABLE_BACKUP_DIR_COUNT
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Feature

REBALANCE_BLOCK_READ_COUNT
RECOMPILE_CHECK_MINIMUM_PAGE_COUNT
RECOMPILE_PAGE_PERCENT
RECOVERY_LOG_BUFFER_SIZE
REDO_LOG_COMPRESSION_THRESHOLD
REFINE_RELATION
SESSION_FATAL_BEHAVIOR
SESSION_MEMORY_INIT_SIZE
SESSION_MEMORY_SHRINK_THRESHOLD
SHARED_MEMORY_ADDRESS
SHARED_MEMORY_STATIC_KEY
SHARED_MEMORY_STATIC_NAME
SHARED_MEMORY_STATIC_SIZE
SHARED_REQUEST_QUEUE_COUNT
SHARED_SERVERS

SHARED_SESSION
SNAPSHOT_STATEMENT_TIMEOUT
SQL_HISTORY_SIZE
SUPPLEMENTAL_LOG_DATA_PRIMARY_KEY
SYSTEM_LOGGER_DIR
SYSTEM_MEMORY_AUX_TABLESPACE_SIZE
SYSTEM_MEMORY_DATA_TABLESPACE_SIZE
SYSTEM_MEMORY_DICT_TABLESPACE_SIZE
SYSTEM_MEMORY_TEMP_TABLESPACE_SIZE
SYSTEM_MEMORY_UNDO_TABLESPACE_SIZE
SYSTEM_TABLESPACE_DIR
SYSTEM_UDS_DIR

TCP_NODELAY
TEMP_SEGMENT_CACHE_SIZE
TEMP_UNDO_ENABLED

TIMED_STATISTICS

TIMER_INTERVAL

TIMEZONE

TRACE_ALTER_SYSTEM

TRACE_DDL

TRACE_LOG_ID

TRACE_LOG_MSGBUG_SIZE
TRACE_LOG_TIME_DETAIL

TRACE_LOGGER
TRACE_LOGGER_REMOTE_HOST

—
X

X X XX X O X X O X X X X X O 0 0O 0 0 X X X XXX X X O 0 0 0 XX X XXX X x Xx

N
x

X X O X O 0O OO0 0 X X X X X OO0 0O 0O 0O X OO X OO0 O 0O 0O 0 0 0 X X O 0O X x o o x

w
-

O O O O OO0 0O 0O X O X X OO O OO0 0O X OO OO0 o0 o0 o0 000 00X X o o x oo oo

w
N

O O O O OO0 0O 0O X OO O 0O 0O o0 o000 oo Oobb o oo oo o oo ool o x x|o0



Feature Matrix | 109

Feature 1.x 2.x 3.1 3.2
TRACE_LOGGER_REMOTE_PORT X X 0 )
TRACE_LOGIN X O O )
TRACE_LONG_RUN_CURSOR X O O 0
TRACE_LONG_RUN_SQL X O @) 0
TRACE_XA X @) @) )
TRANSACTION_ALLOCATION_TIMEOUT X X X 0
TRANSACTION_COMMIT_WRITE_MODE 0 0 @) )
TRANSACTION_MAXIMUM_UNDO_PAGE_COUNT X 0O @) O
TRANSACTION_TABLE_SIZE 0 O 0 0
TRANSACTION_TIMEOQUT X X O 0
UNDO_RELATION_ALLOCATION_TIMEOUT X X X 0
UNDO_RELATION_COUNT 0 0 @] )
UNDO_SHRINK_THRESHOLD X 0 @) )
USE_LARGE_PAGES X X X @)
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SQL

SQL Element

Data Type

The following is a feature matrix for data type.

Table 4-9 Feature matrix for data type

Type

Character string type

Binary string type

Decimal number type

Binary number type

BOOLEAN type

Date/ time type

Feature

CHAR

VARCHAR

LONG VARCHAR
BINARY
VARBINARY

LONG VARBINARY
SMALLINT
INTEGER

BIGINT

NUMERIC
DECIMAL
NUMBER

REAL

DOUBLE PRECISION
FLOAT
NATIVE_SMALLINT
NATIVE_INTEGER
NATIVE_BIGINT
NATIVE_REAL
NATIVE_DOUBLE
BOOLEAN

DATE

TIME

TIME WITH TIME ZONE

TIMESTAMP

TIMESTAMP WITH TIME ZONE
INTERVAL YEAR TO MONTH

INTERVAL YEAR
INTERVAL MONTH

INTERVAL DAY TO SECOND

—
>

O O O O O O O O 0 0O X XX X XX X X X X 0O X X X/ x oo x oo

N
x

O O 0O 0O 0O O 0O 00 O 0O o0 00O O o0 o0 oo X oo oo o o o ololo

w
-

O 0O O 0O O O 0O o0 0O 0 0o oo o ob oo ob0obo0o oo o0 o o oo o o

w
N

O O 0O 0O 0O O 0O 00 O o0 o0 0o oo oo oo oo oo o oo ol oo



Feature Matrix | 111

Type Feature 1.x 2.x 3.1 3.2
INTERVAL type INTERVAL DAY 0 0 0 0
INTERVAL HOUR O 0 0 O
INTERVAL MINUTE 0 0 o] 0
INTERVAL SECOND 0 0 0 0
INTERVAL DAY TO HOUR 0 0 0 )
INTERVAL DAY TO MINUTE o] 0 0 )
INTERVAL HOUR TO MINUTE 0 0 0 )
INTERVAL HOUR TO SECOND 0O 0 0 )
INTERVAL MINUTE TO SECOND 0 0] 0 0
ROWID type ROWID X 0 0 0
Function
The following is a feature matrix for function.
Table 4-10 Feature matrix for function
Feature 1.x 2.x 3.1 3.2

exprl * expr2

exprl + expr2

datetime + interval

+ expr

exprl - expr2

datetime - interval

- expr

exprl / expr2

stri || str2

expr <comp) expr

expr <comp) (subquery )

('subquery ) <comp> expr

('subquery ) <comp> ( subquery)

(expr, ...) <comp> (expr, ...)

(expr, ...) <comp> ('subquery)

(subquery ) <comp> (expr, ...)

expr <comp) {ALLIANY|SOME} (expr, ...)

expr <comp) {ALLIANY|SOME} ( subquery)

( subquery ) <comp) {ALLIANYI|SOME} ( expr, ...)
(subquery ) <comp) {ALLIANY|SOME} ( subquery )
(expr, ... ) <comp) {ALLIANY|SOME} ( expr_list, ...)
(expr, ... ) <comp> {ALLIANY|SOME} ( subquery )

( subquery ) <comp) {ALLIANY|SOME} (expr_list, ... )
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Feature

ABS(num)

ACOS(num)

ADDDATE( date, interval )
ADDDATE( expr, days )
ADDTIME( expr1, expr2 )
ADD_MONTHS( date, number)
AND

ASCII( char)

ASIN( num )

ATAN( num)
ATAN2(num1, num2)
AVG(num)

expr1 [NOT] BETWEEN [ASYMMETRICISYMMETRIC] expr2 AND exp
r3

BITAND( num1, num2)
BITNOT( num)
BITOR(num1, num2)
BITXOR(num1, num2)
BIT_LENGTH( str)
BYTE_LENGTH(str)

CASE .. WHEN .. THEN .. ELSE .. END
CASE2( condition, result, ...)
CAST(expr AS datatype )
CBRT(num)

CEIL( num )

CEILING( num)
CHAR_LENGTH( str)
CHARACTER_LENGTH( str)
CHR(num )

CLOCK_DATE()
CLOCK_LOCALTIME()
CLOCK_LOCALTIMESTAMP()
CLOCK_TIME()
CLOCK_TIMESTAMP()
COALESCE( expr1, ..., exprN )
CONCAT(str1, str2 )
CONCATENATE( str1, str2)
COS(num)

COT(num)

COUNT( expr)
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LAST_DAY( date)
LAST_IDENTITY_VALUE()
LEAST( expr, ...)
LENGTH( str)

Feature 1.x 2.x 3.1 3.2

COUNT(*) X @) @) @)
CURRENT_CATALOG 0 O O O
CURRENT_DATE O @) 0 @)
CURRENT_SCHEMA @) O @) 0
CURRENT_TIME @] @) ) )
CURRENT_TIMESTAMP @) ) ) 0
CURRENT_USER ) O ) O
seq.CURRVAL ) ) O O
CURRVAL(seq) 0 0 0 0
DATEADD( datepart, number, date ) 0 0 0 0
DATEDIFF( datepart, startdate, enddate ) X 0 0 0
DATE_ADD( date, interval ) X 0 0 0
DATE_PART( field, datetime ) X 0 0 O
DECODE( expr, comparison, result, ... ) X 0 ) )
DEGREES( radians ) @) ) ) 0
DIGEST ( data, type) X X 0 0
DUMP( expr) X 0 0 0
EXISTS( subquery ) X 0 0 0
EXP(num ) 0 0 0 0]
EXTRACT( field FROM datetime ) X 0 o) o)
FACTORIAL( num ) 0 0 0 0
FLOOR( num) 0 0 0 0
FROM_BASE64( str) X X 0 0
GREATEST( expr, ...) X 0 0 0
HEX(str) X X 0 0
expr1 [NOT] IN (expr, ...) X 0 0 0
expr1 [NOT] IN ( subquery) X 0 0 @)
subqguery [NOT] IN ( <expr_list> ) X 0 @) )
subquery [NOT] IN ( subquery) X @) ) )
<expr_listd> [NOT] IN ( <expr_list>, ...) X 0 0 0
<expr_list> [NOT] IN ( subquery) X ) @) 0
subquery [NOT] IN ( <expr_listD, ...) X 0 0 0
INITCAP( str) X 0 0 0
INSTR( str, substr, ...) X 0 0 0
IS NOT NULL ) ) 0 0
IS NULL 0 0 0 0
X 0O 0 0O

X X 0O 0

X 0 0 0
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Feature
LENGTHB( str)
string [NOT] LIKE pattern ESCAPE escape_char
LN( num)
LOCALTIME
LOCALTIMESTAMP

LOCAL_GROUP_ID()
LOCAL_GROUP_NAME()
LOCAL_MEMBER_ID()
LOCAL_MEMBER_NAME()
LOG(num?2)

LOG(num1, num2)
LOGON_USER()

LOWER( str)

LPAD( str, length, fill )
LTRIM(str, [str])

MAX( expr )

MIN( expr)

MOD(num1, num2)
MONTHS_BETWEEN( date1, date2 )
NEXT_DAY( date, day )
seq.NEXTVAL
NEXTVAL(seq)

NEXT VALUE FOR seq
NOT

NULLIF( expr1, expr2 )
NVL( expr1, expr2 )

NVL2( exprl, expr2, expr3)
OCTET_LENGTH(str)
OVERLAY( str1 PLACING str2 FROM start FOR length )
OR

PI()

POSITION( str1 IN str2 )
POWER( num1, num2)
RADIANS( degrees )
RANDOM( min, max )
REPEAT( str, num)
REPLACE( str, from, to)
REVERSE(str)

ROUND( num)

ROUND( date, fmt)
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Feature

ROWID_GRID_BLOCK_ID( rowid )
ROWID_GRID_BLOCK_SEQ( rowid )
ROWID_MEMBER_ID( rowid )
ROWID_OBJECT_ID( rowid )
ROWID_PAGE_ID( rowid )
ROWID_ROW_NUMBER( rowid )
ROWID_SHARD_ID( rowid )
ROWID_TABLESPACE_ID( rowid )
ROWNUM

RPAD( str, length, fill )

RTRIM( str, [ str])

SESSION_ID()

SESSION_SERIAL()

SESSION_USER

SHARD_GROUP_ID( table, expr)
SHARD_GROUP_NAME( table_name, shard_key_value [, ...])
SHARD_ID( table, expr)
SHARD_NAME( table_name, shard_key_value [, ...])
SHIFT_LEFT( num, cnt)
SHIFT_RIGHT( num, cnt)

SIGN( num )

SIN( num )

SPLIT_PART( str, delimiter, field )
SQRT(num)

STATEMENT_DATE()
STATEMENT_LOCALTIME()
STATEMENT_LOCALTIMESTAMP()
STATEMENT_TIME()
STATEMENT_TIMESTAMP()
STATEMENT_VIEW_SCN()
STATEMENT_VIEW_SCN_DCN()
STATEMENT_VIEW_SCN_GCN()
STATEMENT_VIEW_SCN_LCN()
STDDEV( [ ALL | DISTINCT ] expr )
STDDEV_POP( expr)
STDDEV_SAMP( expr)

SUBSTR( str FROM start FOR length )
SUBSTR( str, start, length )
SUBSTRB( str, start, length )
SUBSTRING( str FROM start FOR length )
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Feature

SUBSTRING( str, start, length )

SUM( expr)

SYSDATE

SYS_EXTRACT_UTC( datetime_with_timezone )
SYSTIME

SYSTIMESTAMP

TAN( num)

TO_CHAR( datetime, fmt)

TO_CHAR( number, fmt)
TO_BASE64(str)

TO_DATE( str, fmt)
TO_NATIVE_DOUBLE( str, fmt )
TO_NATIVE_REAL( str, fmt)
TO_NUMBER( num, fmt )

TO_TIME( str, fmt)

TO_TIME_TZ( str, fmt)
TO_TIME_WITH_TIME_ZONE( str, fmt)
TO_TIMESTAMP( str, fmt)
TO_TIMESTAMP_TZ( str, fmt)
TO_TIMESTAMP_WITH_TIME_ZONE( str, fmt)
TRANSACTION_DATE()
TRANSACTION_LOCALTIME()
TRANSACTION_LOCALTIMESTAMP()
TRANSACTION_TIME()
TRANSACTION_TIMESTAMP()
TRANSLATE( str, from, to )

TRIM( LEADINGI|TRAILING|BOTH trim_char FROM source )
TRUNC( num, scale)

TRUNC( date, fmt)

UPPER( str)

UNHEX( str)

UNHEX_TO_CHARSTR( str)

USER_ID()

UuID()

VAR_POP( expr)

VAR_SAMP( expr )

VARIANCE( [ ALL | DISTINCT ] expr)
VERSION()

WIDTH_BUCKET( num, min, max, cnt)
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Object

SQL Object

The following is a feature matrix for DDL which creates/ drops/ alters an SQL object.

Table 4-11 Feature matrix for SQL object DDL

ALTER TABLESPACE .. ADD [DATAFILEIMEMORY]
ALTER TABLESPACE .. DROP [DATAFILEIMEMORY]

Object Feature 1.x 2. 3.1 3.2
ALTER DATABASE ARCHIVELOG X ) O O

ALTER DATABASE ADD LOGFILE X 0 0 0

ALTER DATABASE DROP LOGFILE X @) 0 0

ALTER DATABASE RENAME LOGFILE X O 0 )

Database ALTER DATABASE BEGIN/END BACKUP X @) 0 )
object ALTER DATABASE RECOVER X 0 0 @)
ALTER DATABASE RECOVER TABLESPACE X 0 ) O

ALTER DATABASE REGISTER X 0 0 )

ALTER DATABASE RESTORE X 0 0 O

ANALYZE SYSTEM X X @) @)

COMMENT ON object IS .. X 0 0 0

Profile CREATE PROFILE X ) @) 0
object DROP PROFILE X @) 0 O
ALTER PROFILE X ) 0 0

CREATE AUDIT POLICY X X X 0

Audit policy DROP AUDIT POLICY X X X 0
object ALTER AUDIT POLICY X X X 0
AUDIT POLICY X X X @)

NOAUDIT POLICY X X X @)

CREATE USER X 0 0 @)

Authorization DROP USER X © © 0
object ALTER USER X ) @) 0
GRANT privileges TO X (0] 0 (0]

REVOKE privileges FROM X @) 0 0]

Schema CREATE SCHEMA X @) @) 0
object DROP SCHEMA X 0 0 0
CREATE MEMORY DATA TABLESPACE X 0 0 O

CREATE MEMORY TEMPORARY TABLESPACE X 0 0 0

DROP TABLESPACE X 0 @) @)

Tablespace ALTER TABLESPACE .. RENAME TO X 0 0 0
object ALTER TABLESPACE .. BEGIN/END BACKUP X O O O
0 0 0 0

X 0 0 0
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Object

Table
object

View
object

Index
object

Sequence
object

Synonym
object

Stored procedure
object

Feature

ALTER TABLESPACE .. RENAME DATAFILE
ALTER TABLESPACE .. { ONLINE | OFFLINE }

CREATE TABLE

CREATE TABLE AS SELECT
CREATE GLOBAL TEMPORARY TABLE
CREATE GLOBAL TEMPORARY TABLE AS SELECT

DROP TABLE

TRUNCATE TABLE

ALTER TABLE .
ALTER TABLE .
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..
ALTER TABLE ..

STORAGE

RENAME TO

ADD COLUMN

SET UNUSED COLUMN
ALTER COLUMN

RENAME COLUMN
RENAME CONSTRAINT
ADD CONSTRAINT

DROP CONSTRAINT
ALTER CONSTRAINT

ADD SUPPLEMENTAL LOG
DROP SUPPLEMENTAL LOG

ALTER TABLE ..
ALTER TABLE .. READ { ONLY | WRITE }
ANALYZE TABLE

CREATE VIEW

DROP VIEW

ALTER VIEW

CREATE INDEX

DROP INDEX

ALTER INDEX .. AGING
ALTER INDEX .. STORAGE
ALTER INDEX .. RENAME
CREATE SEQUENCE

DROP SEQUENCE

ALTER SEQUENCE

CREATE SYNONYM

DROP SYNONYM

CREATE PUBLIC SYNONYM
DROP PUBLIC SYNONYM
CREATE PROCEDURE
DROP PROCEDURE

ALTER PROCEDURE
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Object Feature 1.x 2.x 3.1 3.2
CREATE FUNCTION X X @) 0O
DROP FUNCTION X X 0O )
ALTER FUNCTION X X 0 0

Stored function
object
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Cluster Object

The following is a feature matrix for DDL which creates/ drops/ alters a cluster object.

Table 4-12 Feature matrix for cluster object DDL

Object Feature 1.x 2.X 3.1
ALTER DATABASE REBALANCE X X (0]
Cluster system
. ALTER DATABASE DROP INACTIVE CLUSTER MEM
object X X 0O
BERS
Cluster group CREATE CLUSTER GROUP X X (0]
object DROP CLUSTER GROUP X X (0]
ALTER CLUSTER GROUP name ADD MEMBER X X (0]
ALTER CLUSTER GROUP name OFFLINE MEMBER X X (0]
Cluster member ALTER DATABASE RESET LOCAL CLUSTER MEMBE X X o
object R
ALTER SYSTEM IRRECOVERABLE CLUSTER MEMBE 5 v X
R
ALTER SYSTEM JOIN DATABASE X X (0]
) CREATE CLUSTER LOCATION X X (0]
Cluster location
. DROP CLUSTER LOCATION X X (0]
object
ALTER CLUSTER LOCATION X X (0]
ALTER TABLE name REBALANCE X X (0]
Cluster table and shard ' ALTER TABLE name MOVE SHARD X X 0
object ALTER TABLE name SPLIT SHARD X X (0]
ALTER TABLE name RENAME SHARD X X X
ALTER TABLE name ADD GLOBAL SECONDARY IN X X 0
) DEX
Global secondary inde
« ALTER TABLE name DROP GLOBAL SECONDARY | X % 0
object NDEX
ALTER TABLE name ALTER GLOBAL SECONDARY | X X o

NDEX

3.2

o O/ o o o o

O O 0O o 0o o o o o

(@)
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SQL Language

DML

The following is a feature matrix for DML which manipulates data.

Table 4-13 Feature matrix for DML

Feature 1.x 2.x 3.1 3.2
INSERT INTO .. 0 0 0 0
INSERT INTO .. RETURNING query X 0 0 0]
INSERT INTO .. RETURNING .. INTO .. X 0 0 0
DELETE FROM .. @] 0 0 0
DELETE FROM .. RETURNING query X 0 0 0
DELETE FROM .. RETURNING .. INTO .. X 0 0 o)
DELETE FROM .. WHERE CURRENT OF cursor X 0 0 0
UPDATE .. 0 0 0 0
UPDATE .. RETURNING query X 0 0 0
UPDATE .. RETURNING .. INTO .. X 0 0 0
UPDATE .. WHERE CURRENT OF cursor X 0 0 0
CALL proc_name X X (0] (0]

Query

The following is a feature matrix for SELECT statement which enquires data.

Table 4-14 Feature matrix for SELECT

—
x

N
b

w
-
w
N

Feature
{query expression)
<query specification>
<select list)
<from clause>
<joined table>
{where clause)
<group by clause)
<order by clause>
<offset limit clause>
{set operator)

{subquery>

X X X O X X O X O o o o
O O O 0O 0o o oo o o o
O O 0O OO0 o o o o o
O O 0O 0O 0O o oo o o o

<hint clause)
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Control Language

The following is a feature matrix for control statement.

Table 4-15 Feature matrix for control statement

Control statement

Transaction

Session

System

Feature

COMMIT

ROLLBACK

SAVEPOINT

RELEASE SAVEPOINT

LOCK TABLE

SET CONSTRAINTS

SET TRANSACTION

SET SESSION CHARACTERISTICS AS

SET SESSION AUTHORIZATION

SET TIME ZONE

ALTER SESSION SET property

ALTER SYSTEM {OPENIMOUNT} DATABASE
ALTER SYSTEM CHECKPOINT

ALTER SYSTEM KILL SESSION

ALTER SYSTEM RECONNECT GLOBAL CONNECTION
ALTER SYSTEM SWITCH LOGFILE

ALTER SYSTEM SET property

ALTER SYSTEM RESET property

_‘
>

XX X XX O X O X X X X|X|X X X O o

&
>

O 0O O X OO0 00 O o o o o o o o oo

w
-

O 0O 0O X OO0 0O O o o o o o o o oo

w
N

O OO0 0O o000 0bo oo o o o o oo
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PSM Language

The following is a feature matrix for persistent stored module (PSM) language element.

Table 4-16 Feature matrix for persistent stored module (PSM) language element

Feature 1.x 2.x 3.1 3.2
Assignment Statement X X O O
Basic LOOP Statement X X 0] 0]
Block (BEGIN .. END) X X 0 0
CASE Statement X X O O
CLOSE Statement X X O O
Collection Method Invocation X X 0 0
Collection Variable Declaration X X 0 0
CONTINUE Statement X X 0 0
Cursor FOR LOOP Statement X X ) )
Cursor Variable Declaration X X 0 0
DELETE Statement Extension X X ) )
EXCEPTION_INIT Pragma X X 0 0
Exception Declaration X X 0 0
Exception Handler X X @) @)
EXECUTE IMMEDIATE Statement X X 0 0
EXIT Statement X X O O
Explicit Cursor Declaration and Definition X X 0 0
FETCH Statement X X 0 0
FOR LOOP Statement X X O O
GOTO Statement X X 0 0
IF Statement X X @) @)
Implicit Cursor Attribute X X 0] 0]
INSERT Statement Extension X X O O
Named Cursor Attribute X X 0 0
NULL Statement X X ) )
OPEN Statement X X 0 0
OPEN FOR Statement X X 0] 0]
Procedure Call X X 0 0
Procedure Declaration and Definition X X 0] 0
RAISE Statement X X 0] 0]
Record Variable Declaration X X 0 0
RETURN Statement X X 0 0
RETURNING INTO clause X X 0 0
%ROWTYPE Attribute X X 0 0
Scalar Variable Declaration X X 0 0
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Feature

SELECT INTO Statement
SQLCODE Function
SQLERRM Function

%TYPE Attribute

UPDATE Statement Extension
WHILE LOOP Statement

X | X X | X | X X

X | X X | X | X X

O O O o o0 O

&
N}

O O O o o0 O
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API

ODBC

The following is a feature matrix for the ODBC standard API.

Table 4-17 Feature matrix for the ODBC standard API

Feature 1.x 2.x 3.1 3.2
SQLAllocHandle() 0 0 0 0
SQLBindCol() 0 0 0 0
SQLBindParameter() 0 @) 0 0
SQLCloseCursor() 0 ) 0 0
SQLColAttribute() X 0 0 0
SQLColumnPrivileges() X 0 0 0
SQLColumns() X 0 0 0
SQLConnect() 0 0 0 0
SQLDescribeCol() 0 0 0 0
SQLDescribeParam() 0 0 0 0
SQLDisconnect() 0 0 0 0
SQLDriverConnect() X 0 0 0
SQLEndTran() 0 0 0 0
SQLExecDirect() 0 0 0 0
SQLExecute() 0 0 ) 0
SQLExtendedFetch() X 0 ) 0
SQLFetch() 0 0 0 0
SQLFetchScroll() X 0 0 0
SQLForeignKeys() X 0 @) 0
SQLFreeHandle() 0 o) 0] 0
SQLFreeStmt() 0 0 @) 0
SQLGetConnectAttr() 0 0 0 @)
SQLGetCursorName() X ) @) @)
SQLGetData() X 0 0 0
SQLGetDescField() 0 0 0 0
SQLGetDescRec() 0 0 0 O
SQLGetDiagField() 0 0 0 @)
SQLGetDiagRec() 0 0 0 0
SQLGetEnvALttr() ) 0 0 )
SQLGetFunctions() 0 0 0 0
SQLGetInfo() X 0 0 0
SQLGetStmtAttr() 0 0 0 0
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—_
x
N
x

Feature

SQLGetTypelnfo()
SQLMoreResults()
SQLNumParams()
SQLNumResultCols()
SQLParamData()
SQLPrepare()
SQLPrimaryKeys()
SQLProcedureColumns()
SQLProcedures()
SQLPutDatal()
SQLRowCount()
SQLSetConnectAttr()
SQLSetCursorName()
SQLSetDescField()
SQLSetDescRec()
SQLSetEnvAttr()
SQLSetPos()
SQLSetStmtAttr()
SQLSpecialColumns()
SQLStatistics()
SQLTablePrivileges()
SQLTables()

X X XX O X O 0O O X OO0 X X X|X O X O 0 x Xx
O 0O O O 0O 0O0 OO0 0o oo o o o oloo oo oo

The following is a feature matrix for APl other than the ODBC standard API.

Table 4-18 Feature matrix for APl other than the ODBC standard

—
>

Feature
Xa_open
xa_close
xa_start
xa_end
xa_rollback
Xa_prepare
xa_commit
Xa_recover
xa_forget
SQLGetXaSwitch
SQLGetXaConnectionHandle
SQLGetGroupCount
SQLGetGrouplDs

XXX X X X X X X X X X X
X X 0o o0ooooooooo ¥

w
-
w
N

O OO0 0O O o0 00 o0 o oo oo oo o o o oo oo
O OO0 0 O o 0o oo oo o oo o o o oo o

w
-
¥
N

X X O O O o0 O o o o o o o
0O O 00 o0 0o o o o o oo
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Feature 1.x 2.X 3.1 3.2

SQLGetGroupName X X X (0]
SQLGetSuitableGrouplD X X X (0]
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JDBC

The following is a class feature matrix for JDBC.

Table 4-19 Class feature matrix for JDBC

Feature

CallableStatement
CommonDataSource
Connection
ConnectionPoolDataSource
DatabaseMetaData
DataSource

Driver
ParameterMetaData
PooledConnection
PreparedStatement
ResultSet
ResultSetMetaData
Rowld

Savepoint

Statement
XAConnection
XADataSource
XAResource
GoldilocksInterval

GoldilocksTypes

_‘
>

X X XX | X X X X| X X X X X X X X X X X X

N
x

O OO O O O 000 O 00 o o o o0 o o o0 x

H
2

O OO0 O O 000 O o oo o oo o o oo

w
N

O 0O O OO0 OO0 O oo oo o o oo



Embedded SQL

Precompiler Option

The following is a feature matrix for precompiler option.

Table 4-20 Feature matrix for precompiler option

Feature
--help
--include-path
--no-prompt
--output
--unsafe-null

--version

1.x

X | X X | X | X X

Embedded SQL-only Syntax

The following is a feature matrix of embedded SQL-only syntax.

Table 4-21 Feature matrix for embedded SQL-only syntax

Feature

EXEC SQL AT
EXEC SQL ATOMIC INSERT
EXEC SQL AUTOCOMMIT

EXEC SQL BEGIN DECLARE SECTION

EXEC SQL COMMIT RELEASE
EXEC SQL CONNECT

EXEC SQL CONTEXT ALLOCATE
EXEC SQL CONTEXT FREE
EXEC SQL CONTEXT USE

EXEC SQL DISCONNECT

EXEC SQL END DECLARE SECTION
EXEC SQL FOR

EXEC SQL GET GROUPID

EXEC SQL INCLUDE

EXEC SQL INCLUDE SQLCA
EXEC SQL OPTION

EXEC SQL ROLLBACK RELEASE
EXEC SQL WHENEVER

1.x

X X X X | X X X X| X X X X X X X X X' X

N
>

O O O o O O

x
>

O O O 0O 0O/ X OO0 o o o o o o o o oo

O O O o0 oo

w
-

O O O 0O O0O/X OO0 o o o o o o o o oo
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Host Variable Data Type

The following is a feature matrix for embedded SQL data type which can be used for HOST variables.

Table 4-22 Feature matrix for host variable data type

Feature 1.x 2.X 3.1 3.2
C native type X ] ] 0
struct, union X 0 0 0
typedef X 0 0 0
VARCHAR X 0 0 0
LONG VARCHAR X 0 0 0
BINARY X 0 0 0
LONG VARBINARY X 0 0 0
BOOLEAN X 0 0 0
NUMBER X @) @) 0
DATE X @) @) @)
TIME X @) 0 0
TIME WITH TIMEZONE X 0 @) 0
TIMESTAMP X @) 0 @)
TIMESTAMP WITH TIMEZONE X ) @) @)
INTERVAL YEAR X O 0 0
INTERVAL MONTH X 0 0 0
INTERVAL DAY X o] @] 0
INTERVAL HOUR X 0 o] 0
INTERVAL MINUTE X 0 0 0
INTERVAL SECOND X 0 0 0
INTERVAL YEAR TO MONTH X 0 0 0O
INTERVAL DAY TO HOUR X 0 0 0]
INTERVAL DAY TO MINUTE X 0 0] 0]
INTERVAL DAY TO SECOND X 0 0 0
INTERVAL HOUR TO MINUTE X 0 0 0
INTERVAL HOUR TO SECOND X 0 0 0O
INTERVAL MINUTE TO SECOND X 0 0 0
Dynamic SQL
The following is a feature matrix for dynamic SQL.
Table 4-23 Feature matrix for dynamic SQL
Feature 1.x 2.x 3.1 3.2
SELECT .. INTO X 0 0 0

EXECUTE IMMEDIATE sql X 0] 0 0



Feature

PREPARE stmt

EXECUTE stmt

DECLARE cursor FOR sql

DECLARE cursor FOR stmt

OPEN cursor

OPEN cursor USING

FETCH cursor INTO

CLOSE cursor

DELETE .. WHERE CURRENT OF cursor
UPDATE .. WHERE CURRENT OF cursor

_‘
>

X X X | X X X X | X X X

N
x

O 0O 0O O oo oo o o o

w
-

O 0O 0O O o oo o o o
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PyDBC

Module

The following is a method feature matrix for pygoldilocks provided by PyDBC.

Table 4-24 Feature matrix for pygoldilock method

Feature
connect
Date
Time
Timestamp
DateFromTicks
TimeFromTicks
TimestampFromTicks
Binary
STRING
BINARY
NUMBER
DATETIME
ROWID
getDecimalSeparator

setDecimalSeparator

The following is an attribute feature matrix for pygoldilocks module.

1.x

X X X X X X X X | X X X X|X X X

Table 4-25 Feature matrix for pygoldilock attribute

Feature
apilevel
threadsafety
paramstyle
version

lowercase

Connection

The following is a method feature matrix for connection object.

Table 4-26 Feature matrix for connection method

Feature

cursor

commit

1.x
X
X

1.x

X | X X | X X

2.x

X | X X | X X

2.X
X
X

N
x

X X X X X X X X X X|X X X X|x

w
P

X | X X | X X

3.1

X X X X X X X X X X|X X X X|Xx

w
N

O 0O O O O O o O o o o o o o o

O O O O O

3.2



Feature 1.x 2.x 3.1
rollback X X X
close X X X
getinfo X X X
execute X X X
set_attr X X X

The following is an attribute feature matrix for connection object.

Table 4-27 Feature matrix for connection attribute

Feature 1.x 2.X 3.1
autocommit X X X
searchescape X X
timeout X X X

Cursor

The following is a method feature matrix for cursor object.

Table 4-28 Feature matrix for cursor method

—_
x
N
x
w
—

Feature

excute
executemany
fetchone
fetchall
fetchmany
commit
rollback

skip

nextset

close
setinputsizes
setoutputsize
callproc
callfunc
tables
columns
statistics
rowldColumns

rowVerColumns

X X X XX X X X X X X X X X X|X X X XxX|x
X X X X X X X X X X X X|X X X|X|X X X X
XX X XX X X X X X X X X X X|X X X XxX|x

primaryKeys
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Feature 1.x 2.x 3.1
foreignKeys X X X
procedures X X X
getTypelnfo X X X

The following is an attribute feature matrix for cursor object.

Table 4-29 Feature matrix for cursor attribute

Feature 1.x 2. 3.1
Description X X X
rowcount X X X
arraysize X X X
connection X X X
fast_executemany X X X

Row

The following is an attribute feature matrix for row object.

Table 4-30 Feature matrix for row attribute

Feature 1.x 2.X 3.1
cursor_description X X X
Utility
gcreatedb

Command Usage

The following is a feature matrix for command usage of gcreatedb.

Table 4-31 Feature matrix for command usage of gcreatedb

Feature 1.x 2.x 3.1
--character_set 0 0 0
--char_length_units X (0] (0]
--cluster X X 0
--db_comment 0O o) @)
--help 0 0 0

X X 0

--host

3.2

@)

O O o/ o O

3.2

O o0 o o o o



Feature

--member
--port
--silent

--timezone

X O X X

O O X X

O/ o O O
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glsnr

Command Usage

The following is a feature matrix for command usage of glsnr.

Table 4-32 Feature matrix for command usage of glsnr

Feature 1.x 2.x
--help X 0
--home X X
--silent X 0
--start X @)
--status X O
--stop X )

Configuration File

The following is a feature matrix for configuration of glsnr.

Table 4-33 Feature matrix for configuration of glsnr

Feature 1.x
BACKLOG
DEFAULT_CS_MODE
LISTENER_LOG_DIR
LISTEN_PORT
TCP_EXCLUDED
TCP_INVITED
TCP_HOST
TCP_VALIDNODE_CHECKING
TIMEOUT
USR_DIR

X X X X X| X X X X X

N
x

X O O 0O O O O X O ©o

O O O o O O

w
-

O O 0O o0 o o oo o0 o
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gsql/gsqglnet

Command Usage

The following is a feature matrix for command usage of gsal.

Table 4-34 Feature matrix for command usage of gsql

Feature 1.x 2.x 3.1 3.2
username password O O 0] )
--as {SYSDBAJADMIN} X 0] 0 0
--conn-string X 0] 0 0
--dsn X 0 0 @]
--enable-color 0 0 0 0]
--help 0 0 0 @)
--import (0] (0] (0] 0
--no-prompt (0] (0] (0] 0
--prompt (0] (0] (0] 0
--silent 0 0 0 0
--version ) ) @) O

Interactive gsql Command

The following is a feature matrix for interactive gsgl command.

Table 4-35 Feature matrix for interactive gsgl command

-
b

N
x

w
-
w
N

Feature

\\

\connect userid password [as sysdba]
\cshutdown
\cstartup
\ddl_cluster
\dd1_db
\dd1_tablespace
\dd1l_profile
\ddl_audit_policy
\dd1_auth
\ddl_schema
\dd1_publicsynonym
\dd1_table
\ddl_constraint
\dd1_index
\dd1_view

XX X X X X X X/ X X X X X X X O
O 0O O O O O 0O X O 0O 0O X X X oo
O 0O O 0O 0O O o0 X oo oo o o o o
O 0O OO0 o o o o o o o o o oo
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Feature

\dd1_sequence
\dd1_synonym
\dd1_procedure

\desc

\dynamic sql :var
\exec

\exec :var := :value
\exec sql

\explain plan [on}only]
\help

\history

\host {os_command}
\import

\idesc

\{n}

\prepare sql

\print

\quit

\set autocommit

\set color

\set colsize

\set ddlsize

\set error

\set history

\set linesize

\set numsize

\set pagesize

\set timing

\set vertical
\shutdown {abort|immediate|transactional{normal}
\startup {nomount|mount]open}

\var

—
b

O X X O O O X OO 0O X X O 0O O 000 00 X OO oo 0 0 X o X x X

N
x

O OO O OO0 0O 0O 0O O 0O 0O o000 o000 0 X|oOoo oo 0o oo o0 x o o0
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gloader/gloadernet

Command Usage

The following is a feature matrix for command usage of gloader.

Table 4-36 Feature matrix for command usage of gloader

Feature 1.x 2.x 3.1 3.2
username password 0] 0] ) )
--array 0 (0] (0] (0]
--atomic @] 0 0 0
--bad 0 0 0 0
--buffered X 0 0 0
--commit 0 0 O )
--control 0] 0 O )
--data 0 0 0 0
--dsn X @] 0 0
--errors X 0] 0] O
--export 0 0 O O
--fieldterm X X 0 0
--filesize X 0 0] 0]
--format X 0 0 0
--help 0] 0 0 0
--import 0] 0 0 0
-lineterm X X 0 0
--log 0 0 0 0
--no-prompt O O O O
--parallel 0 0 0 0
--propagation X (0] o] 0
--qualifier X X 0 0
--silent 0 0 0 0
--AsTIMESTAMP X 0 0 O
--where X X X 0

Control File Syntax
The following is a feature matrix for control file syntax of gloader.
Table 4-37 Feature matrix for control file syntax of gloader
Feature 1.x 2. 3.1 3.2
CHARACTERSET X 0 0 0

FIELDS TERMINATED BY 0 O 0 0
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Feature

OPTIONALLY ENCLOSED BY
TABLE table_name

TABLE schema_name.table_name
LTRIM

RTRIM

LINES TERMINATED BY

WHERE

X X X X | X O O

X X X X O O O

X O O O o0 o0 o

w
N
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gdump

Command Usage

The following is a feature matrix for command usage of gdump.

Table 4-38 Feature matrix for command usage of gdump

ltem Feature 1.x 2.x 3.1 3.2

Common arguments --silent X 0 0 0
BACKUP X 0 0 0

COMMIT_LOG X X @) @)

CONTROL X 0 0 0

File type DATA X 0 0 0
LOG X 0 0 0

LOG_BUFFER X X 0 0

PEND_BUFFER X X 0 0

PROPERTY X 0 0 0

--body X 0 0 0

BACKUP file arguments tbs X © © ©
--number X 0 0 O

--fetch X 0 0 0

CONTROL file arguments --section X 0 0 0
--header X 0 0] 0]

DATA file arguments --number X o) o) o)
--fetch X 0 0 0

--all X X 0 0

--fetch X 0 0 0]

LOG file arguments --header X X 0 0
--number X 0 0 0

--offset X 0 0 0
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tablediff

Configuration File

The following is a feature matrix for configuration file of tablediff.

Table 4-39 Feature matrix for configuration file of tablediff

N
x

w
—_

Item Feature 1.x

SOURCE_PASSWORD
SOURCE_SCHEMA
Source table SOURCE_TABLE
SOURCE_URL
SOURCE_USER
TARGET_PASSWORD
TARGET_SCHEMA
Target table TARGET_TABLE
TARGET_URL
TARGET_USER
TARGET_INSERT
TARGET_UPDATE
TARGET_DELETE
SOURCE_INSERT
DIFF_BIN_FILE
DIFF_OUT_FILE
DISPLAY_CALL_STACK
DISPLAY_ROW_UNIT
EXCLUDE_COLUMNS
LOGGING_ON_DIFF
LOGGING_ON_SUCCESS
JOB_QUEUE_SIZE
JOB_THREAD
JOB_UNIT_SIZE
PARTITION_RANGE
SYNC_OUT_FILE
WHERE_CLAUSE

Sync operation

Operation options

XX X X X X X X/ X X X X X X X X|X X X X X X X X X x x
O 0O O 0O 0O O 0O o0 00 oo oo obobloboob o o0 o oo o oo
O 0O O 0O 0O O O o0 0o oo o o oboblobboob oo o oo o oo
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gsyncher

Command Usage

The following is a feature matrix for command usage of gsyncher.

Table 4-40 Feature matrix for command usage of gsyncher

Feature 1.x 2.x 3.1 3.2
--log X 0 0 0
--silent X 0 0 0
--home X X @] 0
--copy-right X 0 0 0
--backup-path X 0 0 0
--help X (0] (0] 0
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gmon

Command Usage

The following is a feature matrix for command usage of gmon.

Table 4-41 Feature matrix for command usage of gmon

Feature 1.x 2.x 3.1
--start X X )
--stop X X (0]
--status X X )
--home X X 0
--silent X X 0
--no-copyright X X (0]
--help X X 0

O O0O/o0o O O o0 0o
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gtrclogger

Command Usage

The following is a feature matrix for command usage of gtrclogger.

Table 4-42 Feature matrix for command usage of gtrclogger

Feature 1.x 2.x 3.1 3.2
--dir X X 0 0
--help X X 0 0
--port X X 0 0
--start X X 0 0
--stop X X 0 0]
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glocator

Command Usage

The following is a feature matrix for command usage of glocator.

Table 4-43 Feature matrix for command usage of glocator

Feature
--Create
--start
--stop
--conf
--status
--sync
--silent
--no-copyright
--help

Configuration File

The following is a feature matrix for configuration file of glocator.

Table 4-44 Feature matrix for configuration file of glocator

Feature

PORT

WORKER_COUNT
SESSION_QUEUE_SIZE
SESSION_ALLOCATOR_SIZE
PACKET_ALLOCATOR_SIZE
SYSTEM_LOGGER_DIR
SYSTEM_UDS_DIR
LOCATION_FILE_DIR
LOCATION_FILE_SIZE
LOCATION_FILE_MAX_SIZE
SESSION_TIMEOUT
FAILOVER_TIMEOUT
ALTERNATE_LOCATORS
SYNC_RETRY_COUNT
SYNC_RESPONSE_TIMEOUT

1.x

X X X X X X X X X

1.x

X X XX | X X X X | X X X X X X X

2.x

X X X X X X X X X

N
x

X X XX X X X X| X X X X X X X

w
N
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gagent

Command Usage

The following is a feature matrix for command usage of gagent.

Table 4-45 Feature matrix for command usage of gagent

w
—_
w
N

Feature 1.x 2.x
--start
--stop
--conf
--status
--home
--silent

--no-copyright

X X X | X | X X X X
X X X | X | X X X X
OO0 O o o o o o
(ORNORNORECRNORNORNORNG®)

--help

Configuration File

The following is a feature matrix for configuration file of gagent.

Table 4-46 Feature matrix for configuration file of gagent

N
>

9
I
w
()

Feature 1.x

PORT

LOCATOR_HOST
LOCATOR_PORT
COMMAND_QUEUE_SIZE
COMMAND_ALLOCATOR_SIZE
PACKET_ALLOCATOR_SIZE
SYSTEM_LOGGER_DIR
SESSION_TIMEOUT
UPDATE_LOCATION_TIME
ALTERNATE_LOCATORS

X X X X | X X X X X X
X X X X | X X X X X X
X O O 0O 0o 0O o o o o
O O O O oo o o oo
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gloctl

Command Usage

The following is a feature matrix for command usage of gloctl.

Table 4-47 Feature matrix for command usage of gloctl
Feature 1.x 2.x

--dsn
--conf
—~ip
--port
--import
--silent

--no-copyright

X X X X | X X X X
X X X | X | X X X X

--help

Configuration File

The following is a feature matrix for configuration file of gloctl.

Table 4-48 Feature matrix for configuration file of gloctl

Feature 1.x 2.x
PORT X X
LOCATOR_HOST X X
LOCATOR_PORT X X

w
N

©O O O O O O X|0O

3.1

w
N

O O O O o0 0o O X
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Replication

cyclone

Command Usage

The following is a feature matrix for command usage of cyclone.

Table 4-49 Feature matrix for command usage of cyclone

Feature 1.x 2.x 3.1 3.2
--conf X 0 0 0
--encrypt X X (0] 0
--group X @) O O
--help X (0] (0] (0]
--key X X 0 0
--master X ) O O
--reset X ) O O
--silent X ] 0 0]
--slave X 0 0 0
--start X ) ) )
--status X O ) )
--stop X (0] (0] (0]
--sync X 0 (0] (0]
--stand-alone X X X 0
--recovery X X X 0
--local X X X 0
Configuration File
The following is a feature matrix for configuration file of cyclone.
Table 4-50 Feature matrix for configuration file of cyclone
Configuration Feature 1.x 2.X 3.1 3.2
COMM_CHUNK_COUNT X 0 O 0
DSN X 0 0 0
USER_ENCRYPT_PW X X O 0
GROUP_NAME X ) 0 0
Common configuration HOST P X © ° °
HOST_EXTERNAL_IP X X 0 )
HOST_PORT X 0 0 0
PORT X 0 0 0
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Configuration

MASTER configuration

SLAVE configuration

Feature

PROTOCOL

USER_ID

USER_PW

CAPTURE_TABLE
LOG_PATH
READ_LOG_BLOCK_COUNT
TRANS_SORT_AREA_SIZE
TRANS_FILE_PATH
SYNCHER_COUNT
SYNC_ARRAY_SIZE
GIVEUP_INTERVAL
LOG_CAPTURE_INTERVAL 1
LOG_CAPTURE_INTERVAL_2
APPLIER_COUNT
APPLY_ARRAY_SIZE
APPLY_COMMIT_SIZE
APPLY_TABLE

MASTER_IP
PROPAGATE_MODE
CLUSTER

ORACLE_DRIVER

_‘
*

X X X X X X X X X X| X X X X|X X X X|X|xX Xx

N
x

XX OO O O 0O 0O X X OO0 o0 o o oo o o0 o0 x

w
-

X X O 0O 0O 0O X OO0 O O o oo oo o o o oo

&
N

O O OO0 0O 0O X OO O o o oo oo o o o oo
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logmirror

Command Usage

The following is a feature matrix for command usage of logmirror.

Table 4-51 Feature matrix for command usage of logmirror

Feature 1.x 2.x 3.1 3.2
--conf X 0] 0] O
--help X 0 0 )
--infiniband X 0 0 0
--master X O 0 0
--silent X 0 0 @]
--slave X 0 0 0
--start X O O O
--stop X 0 0 0
Configuration File
The following is a feature matrix for configuration file of logmirror.
Table 4-52 Feature matrix for configuration file of logmirror
Configuration Feature 1.x 2.X 3.1 3.2
Common configuration PORT X O (0] 0
DSN X @) 0 O
HOST_IP X 0 0 @]
MASTER configuration HOST_PORT X O 0O O
PROTOCOL X X 0 0
USER_ID X 0 O 0
USER_PW X 0 O 0
SLAVE configuration HOG_PATH X ° ° °
MASTER_IP X 0 @] 0
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cymon

Command Usage

The following is a feature matrix for command usage of cymon.

Table 4-53 Feature matrix for command usage of cymon

Feature 1.x 2.x 3.1
--conf X 0 0
--help X 0 0
--cycle X 0] O
--key X X 0
--start X O O
--stop X ) O
--status X 0] O

w
N

[ORNoRNORNORNORNORNG)
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4.2 What's New in GOLDILOCKS 3.2

This chapter briefly describes the features added to GOLDILOCKS 3.2.
Architecture

System Architecture

It has not been changed.

Storage Internal

It has not been changed.

Transaction Control

It has not been changed.

Backup & Recovery

It has not been changed.

Database Information
DICTIONARY_SCHEMA
The following views have been added to enquire the information about audit policy object.

* AUDIT_POLICIES
e AUDIT_POLICY_OPTIONS
e AUDIT_POLICY_ENABLED

AUDIT_TRAIL has been added to enquire the audit record.
The following views are deleted.

* ALL_COL_PLACE
» DBA_COL_PLACE
* USER_COL_PLACE
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INFORMATION_SCHEMA

It has not been changed.

PERFORMANCE_VIEW_SCHEMA

The following views have been added to enquire the information which can be listed in a system action a
nd in a privilege action when defining audit policy options.

* V$AUDITABLE_DB_PRIVILEGES
* VS$AUDITABLE_SYSTEM_ACTIONS

Server Property

Property for Global Temporary Table Has Been Added

TEMP_UNDO_ENABLED property has been added to assign the undo logging tablespace for the global te
mporary table.
TEMP_SEGMENT_CACHE_SIZE has been added to assign the segment cache size of the global temporary

table or the global temporary index.

Recompile Feature Based on the Change of Pages Are Deleted

The recompile feature based on the change of pages, which is supported until 3.1, are deleted. Therefore,
the following properties are not supported any more.

* RECOMPILE_CHECK_MINIMUM_PAGE_COUNT
* RECOMPILE_PAGE_PERCENT

Property for Auxiliary Tablespace Has Been Added

SYSTEM_MEMORY_AUX_TABLESPACE_SIZE property has been added to determine the size of the auxili
ary tablespace

Property for Communication Data Compression Has Been Added

PACKET_COMPRESSION_THRESHOLD property has been added to determine whether to compress the ¢

ommunication data.

Property for Redo Log Compression Has Been Added

REDO_LOG_COMPRESSION_THRESHOLD property has been added to determine whether to compress th
e redo log.
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USE_LARGE_PAGES Property Has Been Added

USE_LARGE_PAGES property has been added to use HugePage.

SQL

SQL Element

Data Type

It has not been changed.

Function

The following aggregation functions related to variation have been added.
STDDEV

STDDEV_POP

STDDEV_SAMP

VARIANCE

VAR_POP

VAR_SAMP

The string function REVERSE has been added.

The date function MONTHS_BETWEEN has been added.

Object

Audit Policy

Audit policy object which can audit SQL performance has been added.

Global Temporary Table

Global temporary table which is a temporary table depending on the session has been added.

SQL Language
Parallel Processing of ANALYZE TABLE Statement

Parallel processing option has been added to ANALYZE TABLE statement.
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Audit Policy DDL

The following DDLs which can control audit policy objects have been added.

¢ Creating audit policy
CREATE AUDIT POLICY

* Dropping audit policy
DROP AUDIT POLICY

* Altering audit policy
ALTER AUDIT POLICY

* Activating audit policy
AUDIT POLICY

* Deactivating audit policy
NOAUDIT POLICY

* Dropping audit trail
ALTER DATABASE CLEAR AUDIT TRAIL

User DDL

User's default index tablespace has been added.

e Creating a user
CREATE USER
e Altering a user
o ALTER USER

Table DDL
The following DDLs which alters the table object have been added.

» Altering the name of the table constraints
ALTER TABLE name RENAME CONSTRAINT

* Altering the table properties
ALTER TABLE name READ { ONLY | WRITE }

* Altering the specific shard name of a table in a cluster environment
ALTER TABLE name RENAME SHARD

DDL creating global temporary table has been added.

Index DDL

The following DDL altering an index object has been added.

¢ Altering the index name
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° ALTERINDEX name RENAME TO

Cluster System DDL

The following DDL altering a cluster system object has been added.

* Assigning an irrecoverable cluster member
ALTER SYSTEM IRRECOVERABLE CLUSTER MEMBER

System DCL

The following DCL controlling a system object has been added.

» Setting the reconnection of a session using GLOBAL CONNECTION
o ALTER SYSTEM RECONNECT GLOBAL CONNECTION

API

ODBC

odbc.ini

LOCATOR_SERVICE and PACKET_COMPRESSION_THRESHOLD have been added to odbc.ini file as a dat
a source name keyword.

ALTERNATE_LOCATORS and CONNECTION_TIMEOUT have been added as a location keyword.

GLOBAL CONNECTION

It supports global connection.

Statement Attributes

SQL_ATTR_FETCH_FAILOVER has been added to the statement property values.

JDBC

Connection Property

packet_compression_threshold has been added to connection property.
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Embedded SQL

EXEC SQL GET GROUPID INTO statement has been added.

PDO

PDO driver which can access GOLDILOCKS from PDO has been added from Venus 3.2 version.

PyDBC

PyDBC which is API for python language is provided from Venus 3.2 version.

Ruby

Ruby driver which is API for ruby language is provided from Venus 3.2 version.

Hibernate

The source which can interwork with hibernate, Java ORM framework, is provided from Venus 3.2 versio
n.

Utility

gcreatedb

It has not been changed.

glsnr

It has not been changed.

gsql/gsqlnet
DDL Output of an Audit Policy Object

\dd1_audit_policy, an interactive command, has been added to output DDL of an audit object.


http://222.108.147.73:1975/r/document/view/431d3f752175c85a
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SET HEADING {ON | OFF}

\set heading has been added to set whether to output the header in the query result.

gloader/gloadernet

WHERE Clause

The following conditional clauses can be set in an export (data download).

 WHERE
* --where

--group-id

gloader command argument --group-id has been added.

--directio-size

gloader command argument --directio-size has been added.

gdump

It has not been changed.

tablediff

It has not been changed.

gsyncher

It has not been changed.

gmon

It has not been changed.

gtrclogger

It has not been changed.
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glocator
Configuration
ALTERNATE_LOCATORS has been added as a configuration keyword which is related to the replication.

Argument

--sync option has been added to an argument.

gagent
Configuration

ALTERNATE_LOCATORS has been added as a configuration keyword.

gloctl

Configuration
Configuration file which sets the driving environment of gloctl has been added.

conf option which assigns the configuration file has been added.

--dsn

dsn option of when driving gloctl is deleted.

Replication

cyclone

Recovery function has been added.
Operating CYCLONE in Cluster function has been added.
Database supporting the slave supports ORACLE_DRIVER as well as GOLDILOCKS.

Executing optionsof the standalone have been added.



Local executing options have been added.

logmirror

It has not been changed.

cymon

It has not been changed.
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4.3 Patch Notes

3.2.14 Patch Note

IEHI[EFEE] It supports the property to use the normal page when it fai
Is to allocate the shared memory using the large page.

Description

It supports USE_LARGE_PAGES property. This property allows to use the normal page and the large page
when allocating the shared memory. This property also allows to allocate the shared memory using the n
ormal page when it fails to allocate the shared memory using the large page.

Workaround

The patch is required.

3.2.13 Patch Note

ISP If the connection object is shared in the multi-thread progr
am of JDBC, the deadlock occurs.

Description
If the connection object is shared and used in the multi-thread program, the deadlock occurs.

Workaround

Create each different connection object per the thread, and use them.

3.2.12 Patch Note
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IEIELELP) It is abnormally terminated because cserver refers to the fr
eed memory in the cluster.

Description

If executing another dml after freeing the memory used in ¢ server session when the remote member perf
orms dml in the cluster, then it is abnormally terminated. It is because it uses the freed memory, and this i
s a bug, but this error has been fixed.

3.2.11 Patch Note

IENIIEELTE The result of row status is wrong when executing array fet
ch in ODBC.

Description

When executing array fetch in ODBC, the status value of the row can be seen after calling SQLFetch funct
ion. If the returned value of SQLFetch is not SQL_SUCCESS, then it is required to check the row status or t
he diagnostic.

However, even when the returned value of SQLFetch is SQL_SUCCESS_WITH_INFO, the diagnostic messa
ge is seen but all row statuses are SQL_ROW_SUCCESS, which are wrong.

Symptom

The following is the string data which can not be converted to number.

CREATE TABLE T1 ( I1 VARCHAR(10) );
INSERT INTO T1 VALUES ( '1' ),
INSERT INTO T1 VALUES ( '2A' );
INSERT INTO T1 VALUES ( '3' ),
INSERT INTO T1 VALUES ( 'AB' ),
COMMIT;

The following is a part of an example of executing array fetch after converting the data above to the num
eric type.

sRet = SQLPrepare( sStmt,
(SQLCHAR*)"SELECT I1 FROM T1 ORDER BY I1",
SQL_NTS ),

SQLBindCol( sStmt,

sRet
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1/

SQL_C_LONG,

sI1,

sizeof (SQLINTEGER),
sI1Ind );

sRet = SQLSetStmtAttr( sStmt,
SQL_ATTR_ROW_BIND_TYPE,
(SQLPOINTER)SQL_BIND_BY_COLUMN,
0 ),

SRet = SQLSetStmtAttr( sStmt,
SQL_ATTR_ROW_STATUS_PTR,
sRowStatus,

0 ),

sRet = SQLExecute( sStmt );

sRet = SQLFetch( sStmt );

switch( sRet )

{

case SQL_SUCCESS_WITH_INFO:
for( i = 0; i < sFetched; i++ )
printf( "row status: %d\n", sRowStatus[i]);
break;
default
break;
}

The data can not be converted to number is included, but all row statuses are SQL_ROW_SUCCESS

row status:
row status:

row status:

o o o o

row status:

Workaround

The patch is required.
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IEHIZEEE gagent does not shutdown the server, but the server is ter
minated by itself during the cluster failover process.

Description

If gagent receives the non-viability result during the cluster failover process, then gagent used to shutdow
n the server by executing SHUTDOWN ABORT. However it has been changed so the server is terminated
by itself.

IENITEELEY glocator is changed to transfer the result only to gagent w
hich enquired while processing the cluster failover.

Description

glocator transfers the failover result not only to gagent which enquired but also to another gagent which
is a failover target, during the cluster failover process. However, in this case, gagent which is a failover tar
get also transfers a query to glocator to process the cluster failover. Therefore, glocator is changed to tra
nsfer the result only to gagent which enquired.

IEHEEERE! When registerOutParameter() and set..() which are the me
thod of CallableStatement in JDBC are used in the same parameter, th
en the normal value can not be get.

Description

A bind type is set to INPUT OUTPUT by using registerOutParameter() method and set...() method to get t
he out parameter value by calling the procedure whose bind type is not clear by using CallableStatement.
Then, it does not return the normal value when calling get...() method to get the result value of the out p
arameter.

Symptom

Create a table and a procedure as follows.

CREATE TABLE PROC_TABLE ( I1 INTEGER );
INSERT INTO PROC_TABLE VALUES ( 1 ),

INSERT INTO PROC_TABLE VALUES ( 2 );

INSERT INTO PROC_TABLE VALUES ( 3 );

INSERT INTO PROC_TABLE VALUES ( 4 );
(

INSERT INTO PROC_TABLE VALUES ( 5 );



166 | What's New

INSERT INTO PROC_TABLE VALUES ( 6 );
COMMIT;
CREATE OR REPLACE PROCEDURE PROC_TEST_1( A1 INTEGER, A2 OUT INTEGER )
IS
BEGIN
SELECT COUNT(*)
INTO A2
FROM PROC_TABLE
WHERE 11 >= A1;
END;

The following is a result of calling the procedure PROC_TEST_1 in gsal. The result value is stored in the ou
t value of the second parameter.

gSQL> var v1 integer

gSQL> var v2 integer

gsSQL> exec :v1 =1

gSQL> call proc_test 1 (:v1,:v2);
Procedure Call complete.

gSQL> print

NAME VALUE

VAR_ELAPSED_TIME__ null

V1 1
V2 6
gsqQLy

The following is a part of the program code, calling procedure PROC_TEST 1.

CallableStatement sCstmt = aCon.prepareCall( "CALL PROC_TEST_1( ?, ? )" ),
sCstmt.setInt( 1, 1 );

sCstmt.setInt( 2, 1 ),

sCstmt.registerOutParameter( 1, Types.INTEGER );

sCstmt.registerQutParameter( 2, Types.INTEGER );

sCstmt.execute();

System.out.println("QUTPUT: " + sCstmt.getInt(1) + ", " + sCstmt.getInt(2) ),
sCstmt.close();

When executing the program, then the out parameter value is stored in the first parameter as follows inst
ead of the second parameter.
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QUTPUT: 6, @

Workaround

Make sure the input, output types as follows, and avoid using set method neither registerOutParameter
method above, then the normal result is output.

CallableStatement sCstmt = aCon.prepareCall( "CALL PROC_TEST_1( ?, ? )" ),
sCstmt.setInt( 1, 1 );

sCstmt.registerOutParameter( 2, Types.INTEGER );

sCstmt.execute();

System.out.println("OUTPUT: " + sCstmt.getInt(1) + ", " + sCstmt.getInt(2) );
sCstmt.close();

OUTPUT: 1, 6

IES[EEELY] An error occurs when executing getBytes() method which i
s the method of CallableStatement in JDBC.

Description

When the out parameter type in CallableStatement is either BINARY, VARBINARY or LONG VARBINARY, t
hen using getBytes() method causes an error.

Symptom

The following is an example of registering the out parameter as Types.BINARY in CallableStatement.

CallableStatement sCStmt = aCon.prepareCall( "BEGIN ? := x'aaff'; END; " ),
sCStmt.registerOutParameter(1, java.sql.Types.BINARY);
sCStmt.executeUpdate();

byte[] sValue = sCStmt.getBytes(1);

When executing the program containing the codes above, then an error occurs.

Exception in thread "main" java.lang.ArrayIndexOutOfBoundsException: -1
at indep.jdbc.dt.RowCache.readBytes(RowCache.java:637)
at indep.jdbc.dt.Column.getBytes(Column.java:589)
at indep.jdbc.core.JdbcCallableStatement.getBytes(JdbcCallableStatement.java:316)
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Workaround

The patch is required.

gloader command argument --group-id has been added.

Description

--group-id argument uploads the data in the sharded table by group in the cluster environment.

gloader command argument --directio-size has been added.

Description

--directio-size argument is used to modify the direct 10 size.

3.2.10 Patch Note

IEHI[EEPEE] When recovering the offline tablespace during the service,
then it does not recover the log written on the log buffer.

Description

When switching the offline tablespace in GOLDILOCKS to online, it may requires the recovery or may not.
The recovery is required when IMMEDIATE option is used in the offline statement, or when that tablespac
e was shifted to offline due to an error occurred in the data file during the operation. In this case, the log
about that tablespace may remain in the buffer, but the recovery is performed only with the logs written
on the log file, so the system can be abnormally terminated or the database becomes inconsistent.

Symptom

It creates the table T1 in the tablespace created by a user, then deletes the datafile and creates the check
point while the transaction TX1 updates T1. If the datafile does not exists while performing the checkpoi
nt, then it shifts that tablespace to offline, then rolls back the transaction TX1. Moreover, if recovering th
e offline tablespace and shifting to online when the log in the log buffer is not written on the disk yet, th
en the it is abnormally terminated.

Workaround

The patch is required.
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SN[ £EPP¥) When GOLDILOCKS system process in the cluster environ
ment hangs up, then the entire system stops.

Description

If the GOLDILOCKS system process of the remote cluster member hangs up, so it can not transfer the res
pond when waiting for the response after transferring the protocol to the remote cluster member in the ¢
luster environment, then not only the session waiting for the response but also the entire system stops. It
happens because the query timeout or the session status is not checked for the protocol which should rec
eive the respond within GOLDILOCKS. This error has been fixed by terminating the session which does no
t responds within the specified time or by making the remote cluster member which does not responds t
o be failover then proceeding the service.

When using the policy terminating the session, it waits for the time (seconds) specified in CLUSTER_PROT
OCOL_SESSION_FATAL_POLICY_TIMEOUT, then terminates the session. However, when using the failove
r policy, it waits for the time (seconds) specified in CLUSTER_PROTOCOL_FAILOVER_POLICY_TIMEOUT, t
hen it makes the remote cluster member which does not responds to be failover.

Symptom

When committing in the session connected to G1N1 after making the commit server of GIN2 member in
an 1 by 2 cluster which consists of GIN1, G1N2 to hang up, then the session can not receive the respons
e so stops.

When performing ALTER SYSTEM SWITCH LOGFILE in the session connected to G1N1 after making the g
master of GTN2 member to hangup, then the session can not receive the response and stops.

Workaround

The patch is required.

IES[EERFA gpec can not process the annotation in #define statement.

Description

If an annotation exists in #define statements, then gpec can not process it.

Symptom

The macro AA in the following gc file should be same, which is 1. However, gpec can not process the an
notation in the macro, so it is processed wrong. If gpec processes the following gc file, then the warning
message is output.



170 | What's New

#define AA 1 /* comment */
#define AA 1

ERR-42000(41028): 'AA' macro is already defined at line 3, in file test.gc

Workaround

The patch is required.

IEEERVE gpec can not process define statement normally in #if, #els
e.

Description

If #define is used between #if and #endif or between #else and #endif, the gpec can not normally proces
S it.

Symptom

If #define which belongs to the false condition exists between #if and #endif or between #else and #endi
f, the gpec should not process it, but it actually processes it.

gpec should not process #define AA 2 which is the false condition in the following gc file, but actually gp
ec does not ignore it instead processes it so that an error occurs.

#if 1
#define AA 1
#else
#define AA 2
#endif

ERR-42000(41028): 'AA' macro is already defined at line 4, in file test.gc

Workaround

The patch is required.
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IENIZERFA The number #define statements which are processed by g
pec is fixed.

Description

The number of #define statements managed by gpec is fixed into 256, and if it exceeds 256, then an erro
r occurs.

Symptom

If the number of each different #define statements in the gc file exceed 256, then the following error occ
urs.

ERR-42000(41000): syntax error at line 258, in file test.gc
ERR-42000(41027): too many 'define' macro (256)
Workaround

The patch is required.

IENERVA gpec can not process the empty bracket annotation norma
lly.

Description

If the bracket annotation containing any contents comes next to the empty bracket annotation such as /*
*/, then gpec can not parsing it normally.

Symptom

An empty bracket annotation and an ordinary bracket annotation are used together in the following gc fil
e.

[*%/

EXEC SQL BEGIN DECLARE SECTION,

int value;

EXEC SQL END DECLARE SECTION;

/* comment */

EXEC SQL SELECT 1 INTO :value FROM DUAL;

If gpec parses this gc file, then the following error occurs during the progress.
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ERR-42000(41000): syntax error at line 8, in file a.gc:
SELECT 1 INTO :value FROM DUAL;

VANVAN

Error at line 1
ERR-42000(41002): Host variable "value" not declared
ERR-42000(41006): Fatal error while doing embedded SQL precompiling

Workaround

Do not use an empty bracket annotation.

IS FEPLE When glsnr receives the wrong protocol it is terminated.

Description

When glsnr receives the wrong protocol, then it is terminated, and this error has been fixed. After the mo
dification glsnr is not terminated though the following log message is output.

2020-01-15 17:57:51.835036 THREAD(27742,139777341413120) ]
[LISTENER] Invalid communication protocol : 192.168.0.123

Symptom

When glsnr receives the wrong protocol, glsnr outputs the following log message then is terminated.

[2020-01-15 11:14:28.738666 THREAD(5706,140285308184384)]
[LISTENER] abnormally terminated
ERR-08501(24001): Invalid communication protocol

Workaround

The patch is required.

LOCALITY_GROUP_POLICY, LOCALITY_GROUP_PATH, LO
CALITY_MEMBER_POLICY, LOCALITY_MEMBER_PATH have been add
ed to ODBC properties.

Description
The followings have been added to ODBC properties.

e LOCALITY_GROUP_POLICY
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e LOCALITY_GROUP_PATH
e LOCALITY_MEMBER_POLICY
* LOCALITY_MEMBER_PATH

IESIEFP) When multiple subquery conditions exists for more than th
ree joins, some subqguery conditions are omitted

Description

If two or more subquery conditions exist when joining three more more tables, then the location in which
the subqguery conditions are processes is determined. (push-down subquery filter)

In this case, if the first subquery condition is placed at the lowest table, and the second subquery conditio
n is placed at the upper join, then the first subquery condition is omitted.

Symptom

Create the table and the data as follows.

CREATE TABLE r ( r_c1 INTEGER,
r_c2 INTEGER );

COMMIT;

CREATE TABLE s ( s_c1 INTEGER,
s_c2 INTEGER );

COMMIT;

CREATE TABLE t ( t_c1 INTEGER,
t_c2 INTEGER );

COMMIT;

CREATE TABLE u ( u_c1 INTEGER,
u_c2 INTEGER );

COMMIT;

CREATE TABLE v ( v_c1 INTEGER,
v_c2 INTEGER );

COMMIT;

INSERT INTO r VALUES ( 1

INSERT INTO s VALUES ( 1

( 1

(
INSERT INTO t VALUES ( 1

(

(

s

s

INSERT INTO u VALUES ( 1
INSERT INTO v VALUES ( 1
COMMIT;

7
s
s

N

If EXISTS condition exists like as the following query, then the result satisfying the condition does not exis
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1.
SELECT
*
FROM T,
S,
t
WHERE r_c1 = s_c1
AND s_c1 = t_c1
AND EXISTS (
SELECT u_c1
FROM u

GROUP BY u_c1
HAVING u_c1 < 0

’

no rows selected.

However, if AND NOT EXISTS subquery condition is inserted to the query above as follows, then the wron
g query result is created.

-—# wrong result
SELECT

FROM r
S,
t
WHERE r_c1 = s_c1
AND s_c1 = t_c1
AND EXISTS (
SELECT u_c1
FROM u
GROUP BY u_c1
HAVING u_c1 < @
)
AND NOT EXISTS ( SELECT *
FROM v
WHERE v_c1 = r_cl + s c1 )

R_.C1T R.C2S_C1S_C2T.C1T_C2
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1 1 1 1 1 1

1 row selected.

Workaround

Insert NO_PUSH_SUBQ hint to NOT EXISTS subquery as follows, then the correct result is obtained.

SELECT
*
FROM T,
S,
t
WHERE r_c1 = s_c1
AND s_c1 = t_c1
AND EXISTS (
SELECT u_c1
FROM u

GROUP BY u_c1
HAVING u_c1 < @
)
AND NOT EXISTS ( SELECT /*+ NO_PUSH_SUBQ */ *
FROM v
WHERE v_c1 = r_c1 + s_cl1 )

no rows selected.

IS EEREE] It can not be processed normally when obtaining Groupld i
n array in EmbeddedSQL.

Description

The program is abnormally terminated when obtaining Groupld in array then executing the cached SQL s
tatement again.

Symptom

EXEC SQL BEGIN DECLARE SECTION,
int sGroupld[5];

int sValue[5];

EXEC SQL END DECLARE SECTION;

int i,
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for( i = 0; i <5 i+ ) {
sValue[i] = i;
}
EXEC SQL GET GROUPID INTO: sGroupld
INSERT INTO TEST_T1 VALUES( :sValue );
EXEC SQL
INSERT INTO TEST_T1 VALUES( :sValue );

The program is abnormally terminated if performing the cached INSERT INTO TEST _T1 VALUES( :sValue )
statement again.

Workaround

Do not use an array, otherwise alter the host variable not to use the cached SQL statement.

ISSIEEEEY] gpec can not process < ... > string normally.

Description

If <> exists on the same line, then gpec can not parsing it normally.
Symptom

for( i =0; i <5; i++ ) { // > COMMENT
sValue[i] = i;

It can not process < 5, i++ ) { // > string normally, so an error occurs when performing gpec.

Workaround

Write the gc file by relocating the bracket or the comment as follows.

for( i =0; i <'5; i+ ) // > COMMENT
{

sValue[i] = i;

for( i =0; i <5; i++ ) {
// > COMMENT
sValue[i] = i;

}
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3.2.9 Patch Note

IENIZERES: set heading has been added in gsql.

Description

It can be set whether to output the header in the query result by using set heading {on/off}.

3.2.8 Patch Note

ISS[EEEFE gpec can not process a non-ascii character,

Description

When gpec processes the preprocessor whose #if, #ifdef, #elif and #else are false groups, the contents in
the group are converted into whitespaces. However, a non-ascii character in the false group is not conver
ted into a whitespace.

Symptom

#if 0
EXEC SQL INSERT INTO TEST_T1 VALUES( :sC1, :sC2 ); -- =AM
#endif

When gpec processes the example above, then all contents should be converted into whitespaces, but a
non-ascii character remains the same.

24

Workaround

Process a non-ascii character in a form of c annotation.

IESEPEE: The group ID of the SQL statement can be obtained in the
embedded SQL.
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Description

It obtains the the group ID of the delete/ insert/ select/ update statement in the table in which the shard
key is set, in the cluster environment which uses the global connection. For more information, refer to E
XEC SQL GET GROUPID INTO.

IENIIEERE]S When two nodes are abnormally terminated at a time, the
n a hang may occur during the failover.

Description

When a domain coordinator node and a global coordinator node are abnormally terminated at a time, th
en a hang may occur during the failover, and this error has been fixed.

Symptom

A hang may occur during the failover, then the online transaction service of the groups to which the abn
ormally terminated nodes belong may stop operating.

Workaround

The patch is required.

3.2.7 Patch Note

IESTEEEE] An error occurs while gpec parses the preprocessor #defin
e.

Description

An error occurs when C reserved word comes to the alternative string of the preprocessor #define.
Symptom

#define SQLCA_STORAGE_CLASS extern
A parsing error occurs when executing gpec.

$ gpec test.gc

FileName: test.gc

Pre-compile test.gc -> test.c
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ERR-42000(41000): syntax error at line 1, in file test.gc:
#define SQLCA_STORAGE_CLASS extern

Error at line 1, in file test.gc

Workaround

Define the keyword in an ordinary header file which does not execute gpec.

3.2.6 Patch Note

IEIIERET] gpec can not parse the file normally which uses a structure
array in SELECT INTO statement.

Description

gpec can not process the gc file normally which uses a structure array as a host variable in SELECT INTO st
atement.

Symptom

EXEC SQL BEGIN DECLARE SECTION;
typedef struct AA
{
char c1[10+1];
char c2[10+1];
char c3[10+1];
char c4[10+1];
} AA;
AA sArr[10];

EXEC SQL END DECLARE SECTION;
EXEC SQL SELECT c1,c2,c3, c4
INTO :sArr FROM EMP;
STL_TRY(sqglca.sglcode == 0);

SELECT INTO statement in the example above is altered to the following incorrect statement.

sqlargs.sqglstmt = (char *)"SELECT c1,c2,c3,c4\n"
" INTO :sArr ?, ?FROM EMP\n"
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Workaround

The patch is required.

IS FEREE SSA is increasing due to allocating the new memory even t
hough the available memory exists in the session.

Description

The memories used after the session is started can be reused, and it is managed into multiple levels accor
ding to its size for an efficient memory allocation for the memory fragment. However, the new memory ¢
hunk is allocated when reallocating the released memory instead of the memory which is available to be r
eallocated to minimize the fragment, then it continuously increases SSA, and this error has been fixed.

Symptom

When viewing V$SYSTEM_MEM_STAT while retrieving the table which includes LONG VARBINARY type,
it can be viewed that VARIABLE_STATIC_ALLOC_SIZE is continuously increasing.

gSQL> SELECT STAT_NAME, ROUND(STAT_VALUE/1024/1024) FROM V$SYSTEM_MEM_STAT WHERE STAT_NAME
'VARIABLE_STATIC_ALLOC_SIZE';
STAT_NAME ROUND(STAT_VALUE/1024/1024)

VARIABLE_STATIC_ALLOC_SIZE 1800.25

1 row selected.

gSQL> SELECT STAT_NAME, ROUND(STAT_VALUE/1024/1024) FROM V$SYSTEM_MEM_STAT WHERE STAT_NAME
"VARIABLE_STATIC_ALLOC_SIZE';

STAT_NAME ROUND(STAT_VALUE/1024/1024)

VARIABLE_STATIC_ALLOC_SIZE 3663.41
1 row selected.

Workaround

The patch is required.
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IENIZEREY! gloader can not import the data normally when the first ch
aracter of the field delimiter and that of the line terminator are the sa
me.

Description

If the first character of the field delimiter and that of the line terminator are the same, then the data may
be missing or gloader process may be abnormally terminated.

Symptom

>$ cat test.dat

12347M(27(C3456"S

>$ gloader test test -i ——tablename TEST --fieldterm ~C --lineterm ”“R\n --data test.dat
gSQL> SELECT * FROM TEST

I 12 13

1234 (€2 34565

1 row selected.

The first character of the field delimiter and that of the line terminator are the same, which is . The corre
ct result value of the column 13 when gloader imported the data is supposed to be 3456AS, but the actua
| value is an incorrect value in which A is missing.

Workaround

Use different characters for the first character of the field delimiter and that of the line terminator each ot
her.

3.2.5 Patch Note

IESIEEIEE gpec can process #define and #undef only when they wer
e declared in the declare section. Also, it does not alter the statement
about the false value of if group such as #ifdef into a white space.

Description

gpec processed #define and #undef which were declared in the declare section, so it can not process the
macro in the if group such as #if, #ifdef. Also it does not alter the ¢ code of the if group which correspon
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ds to the false value into a white space, so preprocessor is not available in the middle of the c code or the
SQL statement.

Symptom

If preprocessors #define and #undef are not declared in the declare section, then gpec can not recognize
the corresponding macro because it could not process #define and #undef. A user should repeatedly writ
e the same contents because it can not use SQL the preprocessor corresponding to the if group in the mi
ddle of SQL.

#define DEV_
EXEC SQL BEGIN DECLARE SECTION;

char
#ifdef _DEV_ (1)
sTrue[10]; (2]
#else
sFalse[10];
#endif
EXEC SQL END DECLARE SECTION,
EXEC SQL SELECT (3]
#ifdef _DEV_
“true" INTO :sTrue
#else
"false" INTO :sFalse
#endif
FROM DUAL;
Note

@ It is false because _DEV_ is declared outside of the declare section.
@ The preprocessor is not processed as a white space, so gpec processes it as a parsing error.
© An error occurs during parsing the SQL statement.

Workaround

Declare the preprocessors #define and #undef in the declare section, and do not use preprocessors in the
middle of the c code and the SQL statement.
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IESIELYA An error occurs because the data type is changed when re
peatedly executingPreparedStatement.setCharactertStream(int, Reade
r, int) method and PreparedStatement.addBatch() method in JDBC

Description

The data type was determined by using the parameter length when executing PreparedStatement class m
ethod of JDBC such as setAsciiStream(), setBinaryStream(), setCharacterStream() methods, and it has bee
n changed to use only the long data type.

Symptom

When calling addBatch() method after setting the data of the length which was allowed for the VARCHA
R type by setCharacterStream() method, and trying to set the data which exceeds the length which was
allowed for the VARCHAR by setCharacterStream() method, then the data type is changed from VARCHA
R to LONG VARCHAR, which is an error.

gSQLY> create table t1 ( i1 long varchar );
Table created.

sPstmt.setCharacterStream( 1, new StringReader( DATA ), DATA.length() );
sPstmt.addBatch();

sPstmt.setCharacterStream( 2, new StringReader(BIG_DATA), BIG_DATA.length() ).
sPstmt.addBatch();

Caused by: java.sql.SQLException: Parameter type[LONG VARCHAR] is mismatch with previous
type[VARCHAR] during batch

Workaround

set Ascii/ Binary/ Character Stream() methods of PrepraredStatement class have two methods, which are
the method with the parameter length and the method without the parameter length. Use the method
without the parameter length among them.

IESIEELES Characters which returns TRUE/ FALSE when performing R
esultSet.getBoolean() in JDBC have been diversified.

Description

Previously, only "true", "false" character strings could be converted into boolean type when ResultSet.get
Boolean() in JDBC, but "t", "f", "y", "n", "yes", "no", "on", "off", "1" and "0" characters can also be convert



184 | What's New

ed into boolean type now.
Symptom
When reading "0" and "1" with ResultSet.getBoolean(), then an error occurs.

gSQL> create table t1 ( i1 varchar(10) ),
Table created.

gSQL> insert into t1 values ( '1' );

1 row created.

gSQL> commit;

Commit complete.
ResultSet rs = stmt.executeQuery("select * from t1");

while(rs.next())

{

System.out.println( rs.getBoolean(1) );

Exception in thread "main" java.sql.SQLException: The value[1] is out of range of [boolean]
type

Workaround

The patch is required.

IENIZEIES Transferring an invalid character when connecting server a
nd client whose character sets are different each other

Description

It transfers an invalid character when connecting server and client whose character sets are different each
other, and this error has been fixed.

Symptom
The user "7}" is created in Linux server.

gSQLY> create user "7t" identified by test;
User created.

gSQL> grant create session to "7t";
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Grant succeeded.
gSQL> commit;
Commit complete.

An error occurs when connecting from Windows client to Linux server.

D:\goldilocks_home\bin>gsglnet.exe "7I" test
ERR-28000(16004): invalid username/password; logon denied

It is operated normally when connecting from Linux client to Linux server.

% gsqlnet "7t" test
gsqQL>

Workaround

Either set character sets in the server and that in the client same, or include only ASCIl in a string which is
used for the connection.

IS EPELE] cluster peer without a parent session

Description
A cluster peer without a parent session exists in a remote node, and this error has been fixed.
Symptom

When an error occurs while altering password when a parent session tries to login, then a cluster peer wi
thout a parent session may exist in a remote node

A cluster peer session may be created in a remote node while altering password, and if it fails to alter the
password then the parent session is terminated without terminating the cluster peer session.

Workaround

The patch is required.

3.2.4 Patch Note
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IEIRELPI] Altering the location of AT statement when performing \d
dl_tablespace in gsql

Description

AT statement is located in a wrong position when performing \ddl_tablespace in gsal, and this error has

been fixed.
Symptom
An error occurs when perfroming SQL statement which is created with \dd|_tablespace.

gSQL> create tablespace test tbs datafile 'test.dbf' size 10m;
Tablespace created.
gSQL> \ddl_tablespace test_tbs
SET SESSION AUTHORIZATION "SYS";
CREATE MEMORY DATA TABLESPACE "TEST_TBS"
DATAFILE
' /home/sunje/goldilocks_data/db/test.dbf"
AT "G2N1"
SIZE 10485760 REUSE

' /home/sunje/goldilocks_data/db/test.dbf’
AT "G2N2"
SIZE 10485760 REUSE

ONLINE

LOGGING

EXTSIZE 262144

COMMIT;

gSQL> CREATE MEMORY DATA TABLESPACE "TEST_TBS"
DATAFILE
' /home/sunje/goldilocks_data/db/test.dbf"
AT "G2N1"
SIZE 10485760 REUSE

"/home/sunje/goldilocks_data/db/test.dbf’
AT "G2N2"
SIZE 10485760 REUSE

ONLINE
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LOGGING
EXTSIZE 262144,
ERR-42000(40000): syntax error:
AT "G2N1"

AN

Error at line 4

Workaround

Alter the location of AT statement in SQL which is created with \dd|_tablespace.

gSQL> CREATE MEMORY DATA TABLESPACE "TEST_TBS"
DATAFILE
' /home/sunje/goldilocks_data/db/test.dbf"
SIZE 10485760 REUSE
AT "G2N1"

' /home/sunje/goldilocks_data/db/test.dbf’
SIZE 10485760 REUSE
AT "G2N2"
ONLINE LOGGING
EXTSIZE 262144,
Tablespace created.

1N 5elorE] BEGIN BACKUP AT DOMAIN error

Description

It is not normally operated when using AT DOMAIN clause to backup only within a specific group or a me
mber, and this error has been fixed.

Symptom
BEGIN BACKUP fails even when the member G1N2 is being operated with ARCHIVELOG as follows.

gSQL> SELECT ARCHIVELOG_MODE FROM V$ARCHIVELOG;
ARCHIVELOG_MODE

ARCHIVELOG

1 row selected.

gSQLY> ALTER DATABASE BEGIN BACKUP AT G1IN2;

ERR-HY0OO(16247): MEMBER(GIN1): cannot BACKUP; noarchivelog mode
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Workaround

Perform BACKUP BEGIN/ END without using AT DOMAIN.

3.2.3 Patch Note

ISSIEEIN A transaction is created when performing EXPLAIN PLAN
ONLY

Description

A transaction is created when performing EXPLAIN PLAN ONLY, and this error has been fixed.
Symptom

gSQL> select * from x$transaction;

no rows selected.

9SQL> \explain plan only update t2 set c2 = 1 where c1 = 10;
>>> start print plan

< Execution Plan >

| IDX | NODE DESCRIPTION

ROWS |

| © | UPDATE STATEMENT |

|

! 1 | UPDATE ("T2") |

0|

! 2 | INDEX ACCESS ("T2", "T2_PRIMARY_KEY_INDEX") [CLONED]

0!
® - SQL : UPDATE "PUBLIC"."T2"@LOCAL " _A1" SET("C2")=(:_VO) WHERE " _A1"."C1" = : \1
2 - READ INDEX COLUMNS : C1

MIN RANGE : C1 = 10
MAX RANGE : C1 = 10
< end print plan

gSQL> select * from x$transaction;



Patch Notes | 189

PHYSICAL_TRANS_ID LOGICAL_TRANS_ID DRIVER_MEMBER_POS DRIVER_MEMBER_ID DRIVER_TRANS_ID SLOT_ID
STATE IS_XA INDOUBT_TRANS_BEHAVIOR ATTRIBUTE ISOLATION_LEVEL VIEW_SCN COMMIT_SCN
PREV_COMMIT_SCN TCN BEGIN_LSN USED_UNDO_PAGE_COUNT UNDO_SEGMENT_ID SEQ BEGIN_TIME
PROPAGATE_LOG REPREPARABLE GRID_SEQ WEIGHT

—-65480 458808 0 1 458808 56
ACTIVE FALSE © READ_ONLY READ COMMITTED 502.1.77 -1.-1.-1 502.0.77
1 -1 0] 4294901760 7 2019-07-02 17:40:13.659857 TRUE
TRUE 7 HIGH

1 row selected.

gsSQL> commit;

Commit complete.

gSQL> select * from x$transaction;

no rows selected.

Workaround

The patch is required.

3.2.2 Patch Note

IESIEPELY] The previous version data of a remote group which was ex
ecuted in the same session is retrieved in cluster environment.

Description

If selecting after executing a domain transaction which is updatable only in a specific remote group of a s
ession, then the previous version data is retrieved, and this error has been fixed.

Symptom
Add a record to a shard in G1 after creating a sharded table in cluster groups G1, G2 as follows.

gSQL> CREATE TABLE T1 ( C1 NUMBER ) SHARDING BY RANGE ( C1 )
SHARD S1 VALUES LESS THAN ( 1000 ) AT CLUSTER GROUP G1,
SHARD S2 VALUES LESS THAN ( MAXVALUE ) AT CLUSTER GROUP G2;

Table created.
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gSQL> ALTER TABLE T1 ADD PRIMARY KEY ( C1 );
Table altered.

gSQL> INSERT INTO T1 VALUES ( 1 );

1 row created.

gSQL> COMMIT;

Commit complete.

Delete a record (transaction T1) of group G1 in a session (session 1) connected to a member of group G2,
then execute a global transaction (transaction T2) in another session (session 2) and commit. When com
mitting T1 and retrieving the record of G1, while T2 is completed in group G1 and is not completed in G
2, then the deleted recorded is retrieved.

gSQL> DELETE FROM T1 WHERE C1 = 1; // T1 —- session 1
1 row deleted.
gSQL> CREATE TABLE T2 ( I1 INTEGER ); // T2 —— session 2

Table created.

gSQL> COMMIT; // —— session 2
Commit complete.
gsSQL> COMMIT; // —- session 1

Commit complete.
gSQL> SELECT * FROM T1 WHERE C1 = 1; // —— session 1
1

1

1 row selected.

Workaround

When selecting after executing a domain transaction in the same session, execute it by replace SELECT st
atement with SELECT FOR UPDATE.

IENIEPELE Data is missing when BigDecimal types is used as a parame
ter in JDBC

Description

It the value exceeding the double type precision is used as a parameter in BigDecimal type, then the data i
s missing, and this error has been fixed.
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Symptom
The data is missing without the user's intention.

gSQL> CREATE TABLE T1 ( C1 NUMBER );
Table created.

PreparedStatement pstmt = con.prepareStatement("INSERT INTO T1 VALUES (?2)"),
pstmt.setBigDecimal(1, new BigDecimal("12345678901234567890.123456789"));
pstmt.executeUpdate();

gSQL> select * from t1;
1

12345678901234600000

1 row selected.

Workaround

Process it with a string instead of the BigDecimal type.

pstmt.setString(1, "12345678901234567890.123456789");

gSQL> \set numsize 40
gSQLY> select * from t1;
1

12345678901234567890. 123456789

1 row selected.

IENIEPEEE gsalnet can not consecutively execute cstartup or cshutdo
whn in cluster environment.

Description

gsalnet builds the connecting information of a location file and glocator through ODBC.

This information is built when executing cstartup or cshutdown for the first time.

When executing cstartup or cshutdown for the second time, then it ignores the information construction
process. However, the flag configuration is wrong, so an error occurs.
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Symptom

An error occurs when gsqlnet process executes cstartup or cshutdown, then executes it again.

Workaround

Restart gsglnet session and execute cstartup or cshutdown.

ISP ELE] agable scn does not increase when a query timeout occurs
in cluster environment.

Description

When processing DML in async in a cluster environment, it sets the view scn information of remote mem
bers in a session. In this case, if an exception such as query timeout occurs when there is not anyremote
member to whom DML is successfully transferred, then the view scn information of remotemembers set i
n the session can not be initialized, and which is a bug. Therefore, the agable scn of the system does not i
ncrease while the session is connected even though the statement in progress does not exist in a system.

Therefore, it is fixed to initialize the view scn information of remote members when an exception occurs

while processing an async to prevent an error.
Symptom

agable scn stops after a query timeout occurs in cluster environment, so the undo, data segments becom
e insufficient.

Workaround

Terminate the session in which a query timeout occurred.

IS £¥LPY] Deadlock Due to the Lack of Transaction Slot

Description

A hang may occur due to the lack of transaction slots when all server processes allocate transaction slots
and the transactions do not release slots. It is fixed to make an error on the corresponding patch when th

e specified time passed.

Symptom

A hang may occur due to the lack of transaction slots when multiple transactions simultaneously occur in

multiple sessions.
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Workaround

The patch is required.

ISP EP¥P Adding SQL_ATTR_FETCH_FAILOVER to statement attribut
e in ODBC

Description

SQL_ATTR_FETCH_FAILOVER has been added to statement attribute in ODBC, and the following values ¢
an be set.

e SQL_FETCH_FAILOVER_OFF
e SQL_FETCH_FAILOVER_ON

SQLSetStmtAttr( stmt,
SQL_ATTR_FETCH_FAILOVER,
(SQLPOINTER)SQL_FETCH_FAILOVER_ON,
0 )

Symptom
There is not any symptom.

Workaround

The patch is required.

IESIJEVERE EXEC SQL AT :sConn DISCONNECT can not detect VARCH
AR type

Description
gpec detects VARCHAR type as char type in EXEC SQL AT clause.
Symptom

When using VARCHAR type variable in EXEC SQL AT clause, gpec does not process it as VARCHAR type b
ut processes it as char type.

e Example gc file
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EXEC SQL BEGIN DECLARE SECTION;
VARCHAR sAT[20];

EXEC SQL END DECLARE SECTION;
EXEC SQL AT :sAT DISCONNECT;

* Example c file generated by gpec

sqlargs.conn = (char *)sAT;
sglargs.sql_ca = &sqlca;
sglargs.sql_state = SQLSTATE;
sglargs.sqltype = 35;
sqlargs.sqlfn = (char *)_ FILE ;
sglargs.sqlln = __LINE_ ;
sqlargs.sglstmt = NULL;
sglargs.atomic = 0,
sglargs.unsafenull = 0;
sglargs.iters = 0;
DBESQL_Disconnect(NULL, &sglargs, NULL, @);

It processes VARCHAR type as char * type, so an error occurs when compiling a c file created by gpec.

Workaround

Use char type instead of VARCHAR type.

IENIIEPELT] When gpec processes a preprocessor, __LINE__ macro indi
ates the wrong line.

Description

When gpec processes a preprocessor such as #if, _LINE__ macro indicates the wrong line.

Symptom

When gpec processes a preprocessor such as #if, #ifdef, #ifndef, #else, #elif, a comment has been added
so it leads to a wrong value unlike the intended __LINE__ macro value.

*« Example gc file

#if 0
printf("[%s:%d] if\n", __FILE_ , _ LINE_);
#else



Patch Notes | 195

printf("[%s:%d] else\n", _FILE_ , LINE_);
#endif
printf("[%s:%d] endif\n", __FILE_, _LINE_);

The following is a result of which gpec processes the code.

* Example c file generated by gpec

#if 0
/*Macro condition FALSEx*/

printf("[%s:%d] if\n", __FILE__, __LINE_);
#else
/*Macro condition TRUE*/

printf("[%s:%d] else\n", __FILE_ , _ LINE_ );
#endif

printf("[%s:%d] endif\n", __FILE_ , _ LINE_ );

If gpec executes the created c file, then unexpected line is output.
$ ./pp_bug
[pp_bug.gc:9] else
[pp_bug.gc:11] endif
The following is a normal __LINE__ macro value.
$ ./pp_bug
[pp_bug.gc:7] else

[pp_bug.gc:9] endif

Workaround

The patch is required.

3.2.1 Patch Note

IEHI[EPELY] Deadlock When Referring to the Global Sequence Value in
Cluster Environment
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Description

A deadlock occurs while acquiring the global sequence latch for the entire cluster member to get the nex
t value because the cashed value in local members were run out when referring to the global sequence v

alue in cluster environment.

Symptom

A hang occurs due to a deadlock when repeatedly performing a statement of which multiple sessions sim

ultaneously refers to the global sequence.

Workaround

The patch is required.
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5.1 Creating and Configuring GOLDILOCKS Databa
se

Creating Database

Create database using gcreatedb which is included in GOLDILOCKS package. Before creating database, t
he followings should be considered.

Table 5-1 Considerations when creating database
Considerations For more information, refer to

e Structure and Storage Structur

Consider the space size of tables and indexes to be used in database.
e of GOLDILOCKS Database

Consider the location to create database files. It is because the database p
erformance will be improved by properly distributing the files and dispersi
ng the disk 10. For example, a user can allocate redo log file to a separate | ¢ Managing Redo Log File
disk or stripe it, and then disperse data file into a number of disks, to exec
ute a parallel disk 10 operation.
« Specifying Initial Property
Be aware of each property's concepts and its operation which are setinse  « Managing Initial Property Usin
rver property file, then constantly manage them. g GOLDILOCKS Configuration
File
e Server Property

In addition to the above considerations, refer to Creating Database in Getting Started for more options to
be considered when creating database.

A user should set environment variables to use GOLDILOCKS, and the variables are $GOLDILOCKS_HOME
and $GOLDILOCKS_DATA. The property file, goldilock.properties.conf, for creating and managing GOLDI
LOCKS database is in $GOLDILOCKS_DATA/conf.

¢ GOLDILOCKS_HOME: Binaries which are included in GOLDILOCKS package are installed here, and it ¢
an be overwritten during software version upgrading (The license backup is required.)

» GOLDILOCKS_DATA: Log file, data file, control file which are used by GOLDILOCKS database are inst
alled here, and it can not be overwritten.
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Specifying Initial Property
A user can use properties to control the information for operation and management in GOLDILOCKS.

Initial Property

Set the properties of when creating or starting the database as follows.

1. Setting system environment variable
I. Change it by typing in the command window in which GOLDILOCKS is installed and database is
created or operated.
Il. Itis necessary to add the prefix before the property name, and the prefix is GOLDILOCKS._.

* The following is an example of changing SHARED _MEMORY_STATIC_SIZE to 100M.
export GOLDILOCKS_SHARED_MEMORY_STATIC_SIZE=100M

2. Property file: The prefix is not required, so change it directly in the property file.

* The following is an example of changing SHARED_MEMORY_STATIC_SIZE to 200M.
e Shared memory static size (100M ~ 32G)

SHARED_MEMORY_STATIC_SIZE = 200M

Note

If the same property is set to system environment variable and property file, then the value of the
property file will be applied. For example, if SHARED_MEMORY_STATIC_SIZE is set to 100M as th
e system enviroment variable, and SHARED_MEMORY_STATIC_SIZE is set to 200M as the propert
y file, then SHARED_MEMORY_STATIC_SIZE will be applied to 200M when operating database.

Managing Initial Property Using GOLDILOCKS Configuration F

ile

Property file is in $GOLDILOCKS_DATA/conf, and is divided into two according to the file format.

e Text property file
File name: goldilocks.properties.conf
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o ltis "property name = value" format file, and a user can directly edit it.
o If a binary property file exists, it does not read text property file.

Binary property file
o [|tis created by the system, and a user can not edit it directly.
File name: goldilocks.properties.binary
Use gdump tool to retrieve the binary file's contents.

Note

If a text property file and a binary property file exist together, it reads the binary property file only.
The text property file is not processed. This binary property file is managed by user SQL (ALTER SY
STEM SET), and can be edited using SQL only.

For information, refer to ALTER SYSTEM SET property_name, ALTER SYSTEM RESET property_na

me.

Editing text property file
Use "PROPERTY_NAME = VALUE" format.
Use '#' for annotation.
Property has one of the following three data types.

= Character data type: Use a single quote (') to set the character value. Use <GOLDILOCKS_DA
TA> if the character value includes $GOLDILOCKS_DATA link.

* Numeric data type: Do not use calculation for numeric data. For example, LOG_BUFFER_SIZE
=1024 * 1024 is not allowed to use. Its size is selectable accordingly such as K (kilobyte), M
(megabyte), G (gigabyte), T (terabyte), and P (petabyte)

= Boolean data type: Allowed to use ON/OFF, ENABLE/DISABLE, 1/0 and TRUE/FALSE, YES/NO.
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5.2 Starting up and Shutting down GOLDILOCKS |
nstance

This chapter describes starting up and shutting down of GOLDILOCKS instance.

Starting up Instance

GOLDILOCKS instance can be started only by a user with SYSDBA privilege.
GOLDILOCKS instance can be started by using DA(Direct Attach) method and dedicated method of C/S(C
lient/Server). However, it can not be started by using shared method of C/S.

Multi-level Startup

GOLDILOCKS has multi-level startup procedure. Multi-level startup procedure enables to change the data
base's state by the intervention of administrator in each phase.

The phases are idle, nomount, mount, open, and each phase has the following features.

Idle Phase

The idle phase is a state in which an instance is not started up.

If connecting to gsgl when an instance is not started, then it will be connected to idle instance as follows.

In this phase, any sever command can not be executed except for \startup.

% gsgl sys gliese ——as sysdba

Connected to an idle instance.

gsSQL> select * from dual;

ERR-08003(40044): connection does not exist
9SQL>

* Administrator operations in idle phase
Adjusting the property required to start up the instance
o Transition to nomount using \startup in gsgl

* QOperation in an instance at the nomount transition
Starting up gmaster which is a daemon managing GOLDILOCKS instance
Starting up timer thread and cleanup thread in gmaster
Allocating and initializing Shared memory Static Area (SSA).
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Table 5-2 Applied properties at the transition to nomount

Property name Description
CLIENT_MAX_COUNT Maximum number of connectable sessions
CONTROL_FILE_O ~ 7 Path of control file
CONTROL_FILE_COUNT The number of valid path among the path of control file
DATA_STORE_MODE Store mode of GOLDILOCKS instance
PLAN_CACHE_SIZE Maximum size of shared memory for plan cache
PROCESS_MAX_COUNT Maximum number of connectable process
SHARED_MEMORY_ADDRESS Address of shared memory
SHARED_MEMORY_STATIC_NAME Name of shared memory
SHARED_MEMORY_STATIC_KEY Key value for creating shared memory
SHARED_MEMORY_STATIC_SIZE Size of shared memory to be created
SYSTEM_LOGGER_DIR Path of system logger

Properties can not be changed in idle phase. An administrator changes the properties as follows.

To use an environment variable, then set GOLDILOCKS_[property_name] to a desired value and transit it t
o nomount. Then, the properties will be applied.

% export GOLDILOCKS_CLIENT_MAX_COUNT=1000

To use 'SCOPE = FILE', record the property value to be changed in the file. The recorded property will be
applied at nomount transition.

gSQL> alter system set client_max_count = 1000 scope = file;
System altered.

gSQL> \shutdown

Shutdown success

gSQL> \startup

Startup success

osQL>

Nomount Phase

The nomount phase is a state in which it is not mounted to database, and only the gmaster process has b
een started. A gmaster is a daemon which manages GOLDILOCKS instance.

The following describes how to transit idle phase to nomount phase.

% gsgl sys gliese —-as sysdba
Connected to an idle instance.
gSQLY> \startup nomount

Startup success
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gsQLy

* Administrator operations in nomount phase
Adjusting nomount property

For more information, refer to 1 6.34 ALTER SYSTEM {MOUNT | OPEN} DATABASE, 1 6.

2 1 ALTER DATABASE RESTORE.

* Qperation in an instance at the mount transition
Loading the control file to database
o Preparing for database recovery
o Starting up threads in gmaster such as checkpoint, log flusher, page flusher, 10 slave, archive log

Table 5-3 Updatable properties in nomount phase

Property name Description
DATABASE_ACCESS_MODE Database access mode (READ ONLY, READ WRITE)
LOG_BUFFER_SIZE Redo log buffer size
PARALLEL_LOAD_FACTOR The number of threads for parallel operations after loading database
PARALLEL_IO_FACTOR The number of parallel threads for loading database
PARALLEL_IO_GROUP_1 ~ 16 Datafile group at parallel loading
PENDING_LOG_BUFFER_COUNT The number of delayed log buffers
TRANSACTION_TABLE_SIZE Transaction table size
UNDO_RELATION_COUNT The number of undo relations

Mount Phase

The mount phase is a state in which it is mounted to database, and the database recognizes the control fi
le. All sections in the control file is controllable in this phase.

The following describes how to transit nomount phase to mount phase.

% gsgl sys gliese ——as sysdba
Connected to an idle instance.
gSQL> \startup nomount

Startup success

gSQL> alter system mount database;
System altered.

gsqQLy

* Administrator operations in mount phase
Adjusting mount properties
o ALTER SYSTEM {MOUNT | OPEN} DATABASE
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ALTER DATABASE ADD LOGFILE

ALTER DATABASE DROP LOGFILE

ALTER DATABASE RENAME LOGFILE

ALTER DATABASE { ARCHIVELOG | NOARCHIVELOG }
ALTER DATABASE DELETE BACKUP

ALTER DATABASE REGISTER

ALTER DATABASE RECOVER

ALTER DATABASE RESTORE

ALTER SESSION SET property_name

ALTER SYSTEM RESET property_name

ALTER SYSTEM SWITCH LOGFILE

ALTER SYSTEM [KILL | DISCONNECT] SESSION

ALTER TABLESPACE name ADD [DATAFILE[MEMORY]
ALTER TABLESPACE name RENAME DATAFILE

ALTER TABLESPACE name [ONLINE|OFFLINE]

e QOperation in an instance at the open transition
Loading all data file used in an instance to shared memory
Performing instance recovery
Creating NOLOGGING index
Deleting objects or files which are not deleted by ager thread
Creating cache for dictionary objects
If "SHARED_SESSION" property is set to YES, process monitor thread in gmaster will be started u
p.
o Process monitor thread executes balancer process, dispatcher process, shared-server process.

Table 5-4 Updatable property in mount

Property name Description
ARCHIVELOG_FILE Prefix name of archive file
IN_DOUBT_DECISION Decision about in-doubt transaction
LOCK_HASH_TABLE_SIZE Hash table size of lock administrator
LOG_MIRROR_MODE Log mirroring mode

LOG_MIRROR_SHARED_MEMORY_STATIC_SIZE Shared memory size for log mirroring

Whether to perform supplemental logging at the database-lev
SUPPLEMENTAL_LOG_DATA_PRIMARY_KEY |
e

Open Phase

The open phase is a state in which all the data file is loaded to memory, and it is ready for service. All ope
rations are allowed in this phase.
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% gsgl sys gliese —-—as sysdba
Connected to an idle instance.
gSQLY> \startup mount

Startup success

gSQLY alter system open database;
System altered.

9sQL>

The database access mode is selectable at the transition to open phase. The database access modes are di
vided into READ_ONLY mode and READ_WRITE mode. The READ_ONLY mode can only read data in dat
abase, but READ_WRITE mode can both read and write the data.

To open database in READ_ONLY mode, the previous database should be normally shut down. If the acc
ess mode is omitted, it refers to the DATABASE_ACCESS_MODE property value when opening database.

gSQL> \shutdown abort

Shutdown success

gsQL> \startup mount

Startup success

gSQL> alter system open database read only;

ERR-42000(14038): unable to recover database in READ ONLY mode
gSQL> alter system open database read write;

System altered.

gsQL> \shutdown normal

Shutdown success

gSQL> \startup mount

Startup success

gSQL> alter system open database read only;
System altered.

Diagnosis

It is possible to execute several phases at a same time using a single command(\startup) when starting u
p instance. If a certain phase fails, the administrator should figure out in which phase the failure occurs. C
heck using to which phase the instance has come using V$INSTANCE. Then the administrator can continu
e operations of startup instance from the subsequent phase.

The following is an example of starting up instance to open phase after \startup failure.

% gsgl sys gliese —-as sysdba

Connected to an idle instance.
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gSQL> \startup

ERR-42000(14051): media recovery required - 'TEST_TBS'
gSQLY> select INSTANCE_STATUS from v$instance;
INSTANCE_STATUS

MOUNTED

1 row selected.

gSQLY> alter system open database;
System altered.

Shutting down Instance

GOLDILOCKS instance can be terminated only by a user with SYSDBA privilege. It is not allowed to create
new session during shutdown.

GOLDILOCKS instance can be shut down by Direct Attach (D/A) method and dedicated method of Client/
Server (C/S), but it can not be shut down by shared method of C/S.

% gsgl sys gliese -—as sysdba
ERR-RDOOO(13034): Service is not available

There are four types of instance shutdown mode, and they are shutdown normal, shutdown transactiona
[, shutdown immediate and shutdown abort.

Shutdown Normal

The shutdown normal is set by default if a particular mode is not specified when shutting down. Use this
type if a user wants to shut down an instance normally.

gSQL> \shutdown normal
Shutdown success
gsqQL>

The followings describe the characteristics of shutdown normal.

* New session is not allowed.

« New transactions and statements are allowed in session which already have been connected.
* Waiting for all the sessions which are connected to the instance to be shut down.

» [t does not execute instance recovery process when starting up the instance.
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Shutdown Transactional

Use this type to shut down the currently proceeding transactions normally even when the session is forcib
ly shut down.

gSQL> \shutdown transactional
Shutdown success
gsqQL>

The followings describe the characteristics of shutdown transactional.

* Neither new session nor is new transaction allowed.

* New statements are allowed in ongoing transaction.

* Waiting for the ongoing transactions to be shut down.

* The session will be automatically terminated after the ongoing transactions is terminated.

¢ |t does not execute instance recovery process when starting up the instance.

Shutdown Immediate

Use this type to terminate the instance when a user can not terminate current transactions.

gSQL> \shutdown immediate
Shutdown success

gSqQL>
The followings describe the characteristics of shutdown immediate.

* Neither new session nor is new transaction allowed.

* Forcibly shut down ongoing sessions and transactions.

* Waiting until the background thread of the system to be completed.

« It does not execute instance recovery process when starting up the instance.

Shutdown Abort

Use this type when a user judged the instance is in an abnormal state.

gSQL> \shutdown abort
Shutdown success
gsqQL>

The followings describe the characteristics of shutdown abort.

* Neither new session nor is new transaction allowed.
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* Forcibly shut down ongoing sessions and transactions.
e Instantly shut down the background thread of the system.
» |t executes instance recovery process when starting up the instance.
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5.3 Managing Process

This chapter describes the background processes of GOLDILOCKS instance.

Master Process

Master process performs the asynchronous operation for database performance and monitoring. It consis

ts of many threads.

The master process' executable file name is gmaster.

Checkpoint Thread

Checkpoint thread executes asynchronous checkpoint events which occur in the log flushing thread. The

checkpoint event occurs whenever redo log file is switched.

Checkpoint event is executed asynchronously regardless of a user, and its log is recorded in system.trc as f

ollows.

[2014-09-11 14:04:34.704465 THREAD(14497,140178383427328)] [ INFORMATION]
[ CHECKPOINT] begin

[2014-09-11 14:04:34.743933 THREAD(14497,140178383427328)] [INFORMATION]
[CHECKPOINT] save control file

[2014-09-11 14:04:34,759521 THREAD(14497,140178383427328)] [INFORMATION]
[CHECKPOINT] end

Log Flushing Thread

User transactions record redo log in log buffer, and it is periodically recorded in log file by log flushing thr

ead.

Log switching occurs when redo log is recorded to the end of the log file, then it will be recorded in the n
ext redo log file. When the log switching occurs, checkpoint event is transferred to a checkpoint thread.

If reusable log file does not exist when the log file is switched, all queries except for the read-only queries

will wait until the reusable log file is created.

The message remains as follows in system.trc when logging is blocked.
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[2014-09-11 14:31:44.315871 THREAD(19102,139674683647744)] [INFORMATION]
[LOG FLUSHER] disable logging - blocked 1fsn(1)

Log Archiving Thread

The log archiving thread asynchronously archives redo log file. This thread is executed only when databas
e is operated in ARCHIVELOG mode.

Log archiving is a part of checkpoint process, and it is executed by log archiving event in which the check
point thread occurred.

The message remains as follows in system.trc when redo_0_0.log is archived to archive_0.log.

[2014-09-11 14:13:32.515996 THREAD(16913,140631135463168)] [INFORMATION]

[ARCHIVELOG BEGIN] LOG(/home/test/work/product/Gliese/home/wal/redo_0 0.1log(0)) =
ARCHIVE(/home/test/work/product/Gliese/home/archive _log/archive 0.log)

[2014-09-11 14:13:33.145850 THREAD(16913,140631135463168)] [INFORMATION]

[ARCHIVELOG END] (/home/test/work/product/Gliese/home/archive_log/archive_0.log) : SUCCESS

Ager Thread

Ager thread physically drops the logically dropped database objects.

DROP TABLE statement executes only logical drop operation to maintain statement level consistency in G
OLDILOCKS. Therefore, the statement which was invoked before DROP TABLE can explore the records of
dropped table even when DROP TABLE is executed.

The message remains as follows in system.trc when table and tablespaces are physically dropped.
[2014-09-11 14:13:37.966788 THREAD(16925,139892990408448)] [ INFORMATION]

[AGER] aging table - object scn(4561), object view scn(4562), type(0), physical
1d(25043954302976)

[2014-09-11 14:13:37.966917 THREAD(16925,139892990408448)] [INFORMATION]
[AGER] aging tablespace - object scn(4561), object view scn(4564), tablespace id(61)
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Timer Thread

Timer thread asynchronously sets time to the system to reduce the time measuring cost of user transactio
ns, and the user transactions read the time set in the system.
The set time precision is 10 ms.

The followings describe the case of using the time set in the timer thread. The time erroris 10 ms.

¢ Time out: QUERY_TIMEOUT, IDLE_TIMEOUT, DDL_LOCK_TIMEOUT, ...
* Message record time written in trace log

» Startup time of login statement or transaction

» Time recorded in transaction commit redo log

Page Flusher & IO Slave Threads

It applies the updated data pages to the disk when a checkpoint occurs. The updated information is store
d in multiple data files in a tablespace. For that, the page flusher thread distributes operations to 10 slave
threads per each tablespace and data files and manages them. Then the 10 slave threads record the upda
ted pages in the data file in parallel.

Storing the updated pages as many as possible at a time improves performance. The number of written p
ages at each time follow the properties in MAXIMUM_FLUSH_PAGE_COUNT.

After the updated pages are written to the data file, the message remains in system.trc is as follows.

[2014-09-11 14:13:38.329162 THREAD(16925,139893221086976)] [ INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 0, datafile : @ )
[2014-09-11 14:13:38.552161 THREAD(16925,139893221086976)] [INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 1, datafile : 0 )
[2014-09-11 14:13:38.587510 THREAD(16925,139893221086976)] [INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 2, datafile : 0 )
[2014-09-11 14:13:38.587831 THREAD(16925,139893221086976)] [ INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 62, datafile : 0@ )
[2014-09-11 14:13:38.620239 THREAD(16925,139893221086976)] [INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 63, datafile : 0 )

Cleanup Thread

Cleanup thread cleans up the system resource asynchronously, and performs the following operations.

* |t cleans up normally terminated session. GOLDILOCKS processes termination of a user session logical
ly, and uses cleanup thread for physical termination of a session.

* |t cleans up abnormally terminated session. If the session is using transactions, then they will be rolled
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back.

e |t checks the time-out of snapshot statements. If a session exceeds the time-out, it is forced to be ter
minated.

When cleaning up the abnormally terminated session, a message remains in system.trc as follows.

[2014-09-12 10:34:38.387349 THREAD(23003,140722556352256)] [WARNING]

[CLEANUP] cleaning session - env(19), session(20), transaction(FFFFFFFFFFFFFFFF),
program(gsql), pid(23209), thread(140080441665280)

[2014-09-12 10:34:38.387515 THREAD(23003, 140722556352256)] [WARNING]

[CLEANUP] cleaning up 1 sessions

If a snapshot statement exceeds the time-out, a message remains in system.trc as follows.

[2014-09-12 10:49:21.842179 THREAD(3972,139706316711680)] [WARNING]
[CLEANUP] long statement timeout - pid(8029), thread(140053960505088), program(gsql),
statement start time(2014-09-12 10:48:49.963471)

If abnormally terminated session is terminated by 'kill-9' signal during changing shared memory when exc
lusive latch is acquired, it is no longer possible to operate the database. In this situation, a message remai
ns in system.trc as follows, and the instance should be terminated using SHUTDOWN ABORT.

[2014-09-12 11:12:58.809249 THREAD(15313,140671386121984)] [WARNING]

[CLEANUP] failed to cleaning session - server restart required

...... dead session in critical section - env(3), session(4), transaction(47001E0004),
pid(15296), thread(140178075756288)

Process Monitor Thread

The process monitor thread executes processes, and monitors them.

e [tis executed only when "SHARED_SESSION" property is set to YES.

e |t executes load-balancer (gbalancer), dispatcher(gdispatcher), shared-server(gserver), and re-execute
s them when they are abnormally terminated.

e |t does not monitor listener (glsnr) process.

Cluster Recover Thread

When starting up a node on a cluster system environment, if the node phases up to the mount phase, th
en the cluster recover thread is created. If there is an in-doubt transaction, the cluster recover thread com
municates with the cluster recover thread on the remote node, and recovers the in-doubt transaction.

If there is an in-doubt transaction, the cluster recover thread communicates with the cluster recover threa
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d on the remote node, and figures out the status of the in-doubt transaction. If the remote node is restar
ted and it is not recovered yet, then it transfers a message requesting the preferential completion of reco
very and recovers the in-doubt transaction status after the recovery is completed.

The in-doubt transaction statuses figured out through the remote node are NONE, PREPARE, COMMIT, a
nd ROLLBACK. If the cluster recover thread received the response such as COMMIT, ROLLBACK from at le
ast one remote node, then it performs COMMIT or ROLLBACK. If the cluster recover thread received the r
esponse such as NONE, PREPARE from all remote nodes, then it performs ROLLBACK because COMMIT o
r ROLLBACK never has been performed on any cluster node.

The in-doubt transaction recovery using the cluster recover thread leaves the following messages in syste
m.trc.

[2018-11-22 16:52:00.466805 INSTANCE(G3N2) THREAD(7828,140557371479808)] [WARNING]
[CLUSTER RECOVER] begin recovery

[2018-11-22 16:52:00.467221 INSTANCE(G3N2) THREAD(7828,140557371479808)] [WARNING]
[CLUSTER RECOVER] commit in-doubt transaction - commit scn(999.0.439), global transaction
id(1.29294650), local transaction id(4)

[2018-11-22 16:52:00.468253 INSTANCE(G3N2) THREAD(7828,140557371479808)] [WARNING]
[CLUSTER RECOVER] rollback in-doubt transaction - commit scn(1000.439), global transaction
id(4.34406459), local transaction id(59)

[2018-11-22 16:52:00.469198 INSTANCE(G3N2) THREAD(7828,140557371479808)] [WARNING]
[CLUSTER RECOVER] commit in-doubt transaction - commit scn(1001.0.439), global transaction
id(5.35127356), local transaction id(60)

Failover Thread

When starting up a node on a cluster system environment, if the node phases up to the LOCAL OPEN pha
se, then the cluster failover thread is created. Cluster failover thread performs the failover for the error no
de by reselecting a coordinator or offlining when an error occurs on a specific node or the network in the

cluster system.

In a situation requiring the failover, a normal node which acquired a failover lock among other normal no
des communicates with failover threads of other nodes, then performs the failover.

The failover performed by the failover thread leaves the following messages in system.trc.

[2018-11-22 15:27:34.619208 INSTANCE(GTN1) THREAD(20140,140219957368576)] [INFORMATION]
[FAILOVER] begin - failover member(5)

[2018-11-22 15:27:34.619418 INSTANCE(GTN1) THREAD(20140,140219957368576)] [INFORMATION]
[FAILOVER] acquire failover lock - driver(0), target(5), driver seq(1)

[2018-11-22 15:27:34.619692 INSTANCE(GTN1) THREAD(20183,140317097449216)] [INFORMATION]
[CDISPATCHER-S2] disconnect member - target member(5)
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[2018-11-22 15:27:34.619893 INSTANCE(GIN1) THREAD(20183,140317097449216)] [INFORMATION]
[CDISPATCHER-S2] finalize sender socket - member(5)

[2018-11-22 15:27:34.621860 INSTANCE(GIN1) THREAD(20140,140219957368576)] [INFORMATION]
[FAILOVER] acquire failover lock

[2018-11-22 15:27:38.726436 INSTANCE(G1N1) THREAD(20140,140219957368576) ]

[ INFORMATION][FAILOVER] member(5) has failovered

[2018-11-22 15:27:38.728624 INSTANCE(GIN1) THREAD(20140,140219957368576)] [INFORMATION]
[FAILOVER] release failover lock - driver(-1), target(5), driver seq(1)

[2018-11-22 15:27:38.728786 INSTANCE(G1N1) THREAD(20140,140219957368576)] [WARNING]
reset remote session map - member(5)

[2018-11-22 15:27:38.729679 INSTANCE(GTN1) THREAD(20140,140219957368576)] [INFORMATION]
[FAILOVER] finished

Listener Process

Listener process enables remote access through the network in a client/server environment. Listener proc
ess waits for a client connection using LISTEN_PORT. If connected in dedicated mode, new gserver starts,
and connects a client. If connected in shared mode, it selects underloaded dispatcher (gdispatcher) using
load-balancer (gbalancer), and connects a client.

gserver is a kind of operation server, and it executes a client request.

If LISTEN_PORT is already in use, the following error occurs.

% glsnr —-start
ERR-HY0OO(11077): given address is already in use

Listener process operates independently from the instance. In other words, listener process can start up a
nd shut down regardless of instance start up anytime.
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5.4 Managing Memory

GOLDILOCKS Memory Architecture

GOLDILOCKS uses SSA which is a memory shared by all sessions in the system, a shared memory for data

base pages, and PSA (heap memory) which each session uses independently.

Figure 1 Shared memory

Shared Memory
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Managing SSA

Shared Static Area (SSA) is a memory area to store information which is shared by the system's all session

S.

A new process should use the same physical address for using SSA. It is because the position of all inform

ation referenced by SSA uses the physical address.



238 | Basic Management of GOLDILOCKS Database

The physical starting address of SSA is determined by SHARED_MEMORY_STATIC_KEY and SESSION_FAT
AL_BEHAVIOR. The following error occurs when another program is already using shared memory key ass
igned by the same SHARED_MEMORY_STATIC_KEY, and the memory assigned by SHARED_MEMORY_A
DDRESS.

% 9sgl sys gliese —-—as sysdba

Connected to an idle instance.

gSQL> \startup

ERR-HYOOO(11029): shared memory segment exists
9SQL>

SSA stores main information, and they are log buffer, dictionary cache, plan cache, session pool, lock poo

|, and transaction pool.

SSA size is determined by SHARED_MEMORY_STATIC_SIZE. The system automatically manages memories
used in session/lock/transaction pool and dictionary cache, and a user can not arbitrarily manage them. H
owever, a user can arbitrarily manage the usage of log buffer and plan cache.

If the default value of log buffer and plan cache are increased, SHARED_MEMORY_STATIC_SIZE should b
e increased accordingly. Otherwise, the following error occurs.

% 9sal sys gliese --as sysdba

Connected to an idle instance.

gSQL> \startup

ERR-HY000(13010): Insufficient static area
9sQL>

Managing PSA

Private Static Area (PSA) is a heap memory area, and it is used independently by each session. PRIVATE_S
TATIC_AREA_SIZE determines the maximum size of PSA.

An initial size is allocated to PSA when a session is created. If additional memory is required in the session,
PSA can be allocated up to its maximum size. The following error occurs when it exceeds the maximum si

ze.

ERR-HY0OO(13011): Unable to extend memory: [MAX: 104857600, TOTAL: 102764408, ALLOC: 2097240]

DESC: private static area
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5.5 Monitoring

Database monitoring is needed not only to detect and prevent the problem which can be an issue in the f
uture, but also to find a way to improve database management. For monitoring, GOLDILOCKS database
provides text file type trace log and several performance views.

Monitoring with Trace File

From when the instance starts up until it terminates, GOLDILOCKS database provides the system log whic
h records the overall system error, warning, information. In addition, it provides XA transaction log, trace

log such as DDL log, and SQL Trace Log. For more information, refer to 1 5 . 5 SQL Trace Log.

Managing Trace Log File

GOLDILOCKS database's trace log file consists of system.trc file and xa.trc file. The system.trc file records
system log and DDL log, and xa.trc file records XA transaction log. Trace log file is created in directory set
in SYSTEM_LOGGER_DIR property. Therefore, it is generally created in trc directory below the directory s
pecified in GOLDILOCKS_DATA environment variable. The trace log file's size is 10 Mbytes. If its space is i
nsufficient, the existing trace log file with unique file extension is preserved, and the new trace log file is
created.

Listener trace log file is created as listener.trc in trc directory below the directory specified by GOLDILOCK
S_DATA environment variable. The log file size is 10 Mbytes. If the space is insufficient, the existing log fil
e with unique file extension is preserved, and the new trace log file is created.

Except for system log, XA transaction log and DDL log can ON/OFF the monitoring. Set the TRACE_DDL p
roperty value to 0 to turn off the DDL log, or set it to 1 to turn on the DDL log. XA log is set in the same
way using the TRACE_XA property.

System Log

The errors, warnings, and information which occurred in database instance from when master process st
arts up until it terminates are recorded in the system log.

System Log Format

System log is recorded in the following format.
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['log record data and time' THREAD('process Id', 'thread handle')] ['log level']
['log prefix'] 'log body'

* 'log record date and time' is the date and time of the recorded log.
e THREAD('process Id', 'thread handle') is the information of log process id and thread handle.
* 'log prefix' is the entity or feature which created the log, and 'log body' is the detailed information.

¢ 'Log level' is the level of log recorded in system log, and its value is FATAL, ABORT, WARNING, INFO.
'log level' has the properties as follows.

Table 5-5 Log level properties
Log level Description Processing

) The client should be reconnected in case of client process FATAL, and th
The state which mas . .
) | e database instance should be shut down and restarted in case of system
ter or client process i

FATAL FATAL.
s shut down abnorm ) ) ) )
I Backup the data file, control file, redo log file, system log file and contac
ally.
Y t the manufacturer.

The state to continu | It is the normal state for system operation. Execute it again after eliminat

ABORT e service after rollba ' ing the rollback cause.
ck.

WARNING Operational warning | The abnormal state of database instance. there is no operational proble
s m but cause analysis is needed.

INFO Operational informa -
tion

For example, the following system log recorded the operational information at 17:30:55 on September 1
1in 2014 by process id 21395 (The thread handle is 139982731163392). Log prefix is 'STARTUP-SM' an
d was executing the storage manager when the master process of GOLDILOCKS database started up. It
means that the transition to NO-MOUNT phase had been done during multilevel startup.

[2014-09-11 17:30:55.758164 THREAD(21395,139982731163392)] [ INFORMATION]
[STARTUP-SM] NO-MOUNT PHASE

Operational Information of GOLDILOCKS Database

It is the log for creating database instance, multilevel startup and shutdown, loading data file, recovering
restart and media. It records the necessary information for the operation of the master process from whe
n master process starts up until it terminates.

¢ GOLDILOCKS instance creation log

The system log records the following information when database instance is created. It creates the contro
| file after the transition to NO-MOUNT phase to create database.
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Startup GOLDILOCKS
TIME 1 2014-09-03 14:43:17.321020

[2014-09-03 14:43:17.321134 THREAD(14979,140542517491456)] [INFORMATION]

[STARTUP-SM] NO-MOUNT PHASE

[2014-09-03 14:43:17.321658 THREAD(14979,140542517491456)] [INFORMATION]

[STARTUP-SM] DATA_STORE_MODE(2)

[2014-09-03 14:43:17.335809 THREAD(14979, 140542517491456)] [INFORMATION]
. copy control file from '/goldilocks_data/wal/control_0.ctl' to

'/goldilocks_data/wal/control_1.ctl'

Then, it moves to transition to OPEN phase, and creates the system tablespace.

[2014-09-03 14:43:17.401356 THREAD(14979,140542517491456)] [ INFORMATION]
[STARTUP-SM] MOUNT PHASE

[2014-09-03 14:43:19,319769 THREAD(14979,140542517491456)] [INFORMATION]
[STARTUP-SM] PRE-OPEN PHASE

[2014-09-03 14:43:19.320494 THREAD(14979,140542517491456)] [INFORMATION]
[STARTUP-SM] RECOVER TABLESPACE AND DATAFILE STATE

[2014-09-03 14:43:19.326269 THREAD(14979,140542517491456)] [ INFORMATION]
[STARTUP-SM] OPEN PHASE

[2014-09-03 14:43:21.005536 THREAD(14979,140542517491456)] [INFORMATION]
[TABLESPACE] Create Tablespace(0)

[2014-09-03 14:43:21.005593 THREAD( 14979, 140542517491456)] [ INFORMATION]
[TABLESPACE] Create Tablespace(1)

After creating the system tablespace, it executes checkpoint, and terminates the database instance.

[2014-09-03 14:43:21.788129 THREAD(14979,140542517491456)] [INFORMATION]

[CHECKPOINT] begin - checkpoint 1id(0,10128,13), checkpoint 1sn(10512), oldest 1sn(10512)
[2014-09-03 14:43:21.788188 THREAD(14979,140542517491456)] [INFORMATION]

[CHECKPOINT] body - checkpoint 1id(-1,0,0), checkpoint lsn(-1), active transaction count(@)
[2014-09-03 14:43:21.788203 THREAD(14979, 140542517491456)] [INFORMATION]

[CHECKPOINT] end - checkpoint 1id(®,10128,77), checkpoint 1sn(10513)

[2014-09-03 14:43:21.788214 THREAD(14979,140542517491456)] [INFORMATION]

[CHECKPOINT] flush redo log

[2014-09-03 14:43:21.949589 THREAD(14979,140542517491456)] [ INFORMATION]

[CHECKPOINT] save control file

[2014-09-03 14:43:21.957563 THREAD(14979, 140542517491456)] [INFORMATION]
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[ SHUTDOWN-SM] CLOSE

[2014-09-03 14:43:21.957595 THREAD(14979,140542517491456)] [INFORMATION]
[ SHUTDOWN-SM] POST CLOSE

[2014-09-03 14:43:21.992521 THREAD(14979,140542517491456)] [INFORMATION]
[ SHUTDOWN-SM] DISMOUNT

[2014-09-03 14:43:21.992557 THREAD(14979,140542517491456)] [ INFORMATION]
[SHUTDOWN-SM] INIT

¢ GOLDILOCKS instance startup log

Master process records logs such as multilevel startup of database instance, loading data file, restart reco
very, media recovery. After the transition to MOUNT phase, the data file is loaded.

Startup GOLDILOCKS
TIME : 2014-09-03 14:43:22.162601

[2014-09-03 14:43:22.162765 THREAD(14982,140025756808960)] [ INFORMATION]
[STARTUP-SM] NO-MOUNT PHASE

[2014-09-03 14:43:22.163389 THREAD(14982,140025756808960)] [ INFORMATION]
[STARTUP-SM] DATA_STORE_MODE(2)

[2014-09-03 14:43:22.429311 THREAD(14983,140025756808960)] [INFORMATION]
[STARTUP-SM] MOUNT PHASE

[2014-09-03 14:43:22.559395 THREAD(14983,140025756808960)] [INFORMATION]
[EVENT] system startup : SUCCESS

[2014-09-03 14:43:22.568526 THREAD(14981,139649517561600)] [ INFORMATION]
[STARTUP] MOUNT PHASE

[2014-09-03 14:43:22.571200 THREAD(14983,140025756808960)] [INFORMATION]
[STARTUP-SM] LOAD DATAFILES

[2014-09-03 14:43:22.571241 THREAD(14983,140025756808960)] [INFORMATION]
.... datafile '/goldilocks_data/db/system_dict.dbf' assigned to PARALLEL_IO_GROUP_1

[2014-09-03 14:43:22.571562 THREAD(14983,140025280841472)] [INFORMATION]
. LOAD DATAFILE(/goldilocks_data/db/system_dict.dbf)

After loading data file to the memory, it executes the recovery.

[2014-09-03 14:43:23.537256 THREAD(14983,140025756808960)] [ INFORMATION]
[STARTUP-SM] REFINE TABLESPACE AND DATAFILE

[2014-09-03 14:43:23.631974 THREAD(14983,140025756308960)] [ INFORMATION]
[RESTART REDO] begin



[2014-09-03 14:43:23.634374 THREAD(14983,140025756808960) ]

[ INFORMATION ]
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[RESTART REOD] read checkpoint log - checkpoint log id(0,10128,13), oldest 1sn(10512), system

sen(7)
[2014-09-03 14:43:23.756293 THREAD(14983,140025756308960) |

[ INFORMATION]

[RESTART REDO] ready to redo - start 1id(0,10128,13), 1sn(10512)

[2014-09-03 14:43:24.090755 THREAD( 14983, 140025756808960) ]
[RESTART REDO] end - restart 1sn(10514), restart scn(7)
[2014-09-03 14:43:24.091551 THREAD(14983, 140025756808960) |
[RESTART UNDO] begin

[2014-09-03 14:43:24.091598 THREAD( 14983, 140025756808960) ]
[RESTART UNDO] end

[ INFORMATION ]

[ INFORMATION ]

[ INFORMATION]

After recovery, it executes checkpoint, reflects the recovery result to disk data file. Then, it creates index,

moves to the transition to OPEN phase.

[2014-09-03 14:43:24.111878 THREAD(14983,140025633163008) |
[CHECKPOINT] begin

[2014-09-03 14:43:24.129995 THREAD( 14983, 140025633163008) ]
[CHECKPOINT] save control file

[2014-09-03 14:43:24.135864 THREAD(14983,140025633163008) ]
[CHECKPOINT] end

[2014-09-03 14:43:24 144525 THREAD( 14983, 140025756808960) |
[STARTUP-SM] PRE-OPEN PHASE

[2014-09-03 14:43:24.202782 THREAD(14983, 140025756808960) ]
[STARTUP-SM] RECOVER TABLESPACE AND DATAFILE STATE
[2014-09-03 14:43:24.210158 THREAD(14983,140025756308960) ]
[STARTUP-SM] REFINE RELATIONS

[2014-09-03 14:43:24.210304 THREAD(14983,140025756808960) |
[STARTUP-SM] REBUILD INDEXES

[2014-09-03 14:43:24.210375 THREAD( 14983, 140025756808960) ]
[STARTUP-SM] OPEN PHASE

[2014-09-03 14:43:24.332064 THREAD( 14983, 140025756808960) |
[EVENT] system startup : SUCCESS

[2014-09-03 14:43:24 340843 THREAD(14981,139649517561600) ]
[STARTUP] OPEN PHASE

¢ GOLDILOCKS instance termination log

[ INFORMATION ]

[ INFORMATION]

[ INFORMATION ]

[ INFORMATION]

[ INFORMATION]

[ INFORMATION ]

[ INFORMATION]

[ INFORMATION]

[ INFORMATION ]

[ INFORMATION]

When it shuts down database instance, it reflects all data file to the disk, executes checkpoint, then termi

nates the master process.
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[2014-09-03 14:48:03.467293 THREAD(15416,139855812097792)] [INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 0, datafile : 0 )

[2014-09-03 14:48:03.748958 THREAD(15416,139855908558592)] [INFORMATION]
[PAGE FLUSHER] flushed 1sn(137496), flushed page count(9216)]
[2014-09-03 14:48:03.761055 THREAD(15416,139856376227584)] [INFORMATION]
[CHECKPOINT] begin

[2014-09-03 14:48:03.780011 THREAD(15416,139856376227584)] [INFORMATION]
[CHECKPOINT] save control file

[2014-09-03 14:48:03.786387 THREAD(15416,139856376227584)] [INFORMATION]
[CHECKPOINT] end

[2014-09-03 14:48:03.791251 THREAD(15416,139856430274304)] [INFORMATION]
[ SHUTDOWN-SM] CLOSE

[2014-09-03 14:48:03.791383 THREAD(15416,139856430274304)] [INFORMATION]
[ SHUTDOWN-SM] POST CLOSE

[2014-09-03 14:48:03.824445 THREAD(15416,139856430274304)] [INFORMATION]
[ SHUTDOWN-SM] DISMOUNT

[2014-09-03 14:48:03.824518 THREAD(15416,139856430274304)] [INFORMATION]
[EVENT] system shutdown : SUCCESS

[2014-09-03 14:48:04.267130 THREAD(15416,139856430274304)] [INFORMATION]
[SHUTDOWN-SM] INIT

If \shutdown abort forcibly stopped the server, neither checkpoint, nor is normal server shutdown execute
d.

[2014-09-03 14:51:45.353154 THREAD(8989,139949509089024)] [INFORMATION]
[SHUTDOWN] skip CLOSE phase

[2014-09-03 14:51:45,678461 THREAD(8989,139949509089024 )] [INFORMATION]
[SHUTDOWN] skip DISMOUNT phase

[2014-09-03 14:51:45.678696 THREAD(8989,139949509089024 )] [INFORMATION]
[EVENT] system shutdown : SUCCESS

[2014-09-03 14:51:45.678928 THREAD(8989, 139949509089024)] [INFORMATION]
[SHUTDOWN-SM] INIT

* The logs of master process checkpoint, log flusher, log archiving, ager, parallel 10, cleanup thread dur
ing database operation

A checkpoint reflects to disk all data files which are updated only in memory and not written to the disk y
et at checkpoint time. If it uses the parallel 10, it executes parallel 10 in data file units. One unit of checkp
oint log is from '[CHECKPOINT] begin' to '[CHECKPOINT] end"'.
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[I0 SLAVE] is a log which is recorded by |0 thread dedicated to parallel 10. '[IO SLAVE] flush data file (tab
lespace: 0, datafile: 0)' log is recorded after the data file (whose datafile id is '0' and whose tablespace id
is 0) is reflected to the disk. These data file flush logs are repeatedly recorded as many as the number of d
ata file at checkpoint time.

'[PAGE FLUSHER] flushed Isn(139039), flushed page count(9216)]' means that the reflected minimum Ls
n in the disk is 139039, and reflected pages are 9216. The last log Lsn archives redo log files which are s
maller than 139039. They record checkpoint log and control file, then stores them in the disk.

If a database is large its checkpoint time will be longer. Check if the datafile is continuously being recorde
d by tracking [IO SLAVE] logs. And if disk 1O does not operate and stops, then check if log archiving is in
progress. If the space is insufficient , then spare the space and ensure the log archiving proceed normally.

If checkpoint fails '[CHECKPOINT] CHECKPOINT was failed' log will be recorded. The checkpoint can be s
pecially omitted at checkpoint time due to the log file switch, where '[CHECKPOINT] CHECKPOINT was sk
ipped' log might be recorded.

[2014-09-12 15:54:59.654427 THREAD(13780,140493515450112)] [INFORMATION]

[CHECKPOINT] begin

[2014-09-12 15:54:59,654798 THREAD(13780,140493029623552)

[I0 SLAVE] flush datafile ( tablespace : 0, datafile : 0

[2014-09-12 15:54:59.835173 THREAD( 13780, 140493029623552)
)

[ INFORMATION ]

[ INFORMATION]
[I0 SLAVE] flush datafile ( tablespace : 1, datafile : @
[2014-09-12 15:54:59,893991 THREAD(13780,140493029623552
[I0 SLAVE] flush datafile ( tablespace : 2, datafile : 0
[2014-09-12 15:54:59,926753 THREAD( 13780, 140493050603264)] [ INFORMATION]

[PAGE FLUSHER] flushed 1sn(138895), flushed page count(9216)]

[2014-09-12 15:54:59,926989 THREAD(13780,140492777965312)] [INFORMATION]

[ARCHIVING] stable 1sn(139039)

[2014-09-12 15:54:59.933780 THREAD(13780,140493515450112)] [INFORMATION]

[CHECKPOINT] begin - checkpoint 1id(0,55527,13), checkpoint 1sn(139040), oldest 1sn(139040)
[2014-09-12 15:54:59,933825 THREAD( 13780, 140493515450112)] [INFORMATION]

[CHECKPOINT] body - checkpoint 1id(@,55527,77), checkpoint 1sn(139041), active transaction
count(1)

[2014-09-12 15:54:59.933844 THREAD(13780,140493515450112)] [INFORMATION]

[CHECKPOINT] end - checkpoint 1id(®,55527,155), checkpoint 1sn(139042)

[2014-09-12 15:54:59.933859 THREAD(13780, 140493515450112)] [INFORMATION]

[CHECKPOINT] flush redo log

[2014-09-12 15:54:59,936154 THREAD(13780,140493515450112)] [ INFORMATION]

[CHECKPOINT] save control file

[2014-09-12 15:54:59.942850 THREAD(13780,140493515450112)] [INFORMATION]

[CHECKPOINT] end

]
)
]
)
] [INFORMATION]
)
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Log flusher records the system log when the log buffer stops flushing to disk, and when it restarts the sto
pped flusher. If the next log group is not reusable log file, the logging stops until it becomes reusable. Th
e following describes an example when the logging is stopped because the redo log file of which sequen
ce number is 34 has not been archived.

[2014-09-12 16:01:57.514303 THREAD(13780,140573333325568) ] [INFORMATION]
[LOG FLUSHER] disable logging - blocked 1fsn(34)

If the logging stops, then the transaction stops, so an immediate action is needed. When checkpoint is ex
ecuted and archiving is done, the logging will restarts.

[2014-09-12 16:01:58.079236 THREAD(13780,140380267869952)] [INFORMATION]
[ARCHIVING] enable logging - blocked 1fsn(34), inactivated 1fsn(34)

Log archiving thread archives the redo log file of ACTIVE state, and it records the system log. One unit is f
rom '[ARCHIVING] stable Isn(...)' to '[ARCHIVING] inactivate group ...". If database is operated in archive |
0g mode, the redo file archiving log(from'[ARCHIVELOG BEGIN] ..."' to '[ARCHIVELOG END] ...") is record
ed.

[2014-09-02 17:41:56.762950 THREAD(20800,140129584793344)] [INFORMATION]
[ARCHIVING] stable 1sn(144143)

[2014-09-02 17:41:56.763549 THREAD(20800,140129584793344)] [INFORMATION]
[ARCHIVELOG BEGIN] LOG(/goldilocks_data/wal/redo_0_0.log(8)) =
ARCHIVE(/goldilocks_data/archive_log/archive_8.1og)

[2014-09-02 17:41:57.385936 THREAD(20800,140129584793344)] [INFORMATION]
[ARCHIVELOG END] (/goldilocks_data/archive_log/archive _8.log) : SUCCESS
[2014-09-02 17:41:57,385987 THREAD(20800,140129584793344)] [INFORMATION]
[ARCHIVING] inactivate group #0(8)

If the log 'Archiving was failed - ...' outputs after the log '[ARCHIVELOG BEGIN] ...",, then log archiving is
failed. This failure should be immediately resolved in order that the service will be enabled by reusing the
redo log file in active state.

The table whose ager is dropped and the aging information for the tablespace will be recorded as follows.
When dropping the table, the table lock is also deleted, and the table scn information, scn which is able t
0 aging at aging time and the aging information of table lock will be recorded. If a table has an index, it
will be deleted when dropping the table.

2014-09-03 12:13:56.539971 THREAD(5225,139821699815168)] [INFORMATION]
AGER] aging index - object scn(224), type(0), physical id(22634477649920)
2014-09-03 12:13:56.540388 THREAD(5225,139821699815168)] [INFORMATION]

[
[
[
[AGER] aging table - object scn(224), object view scn(225), type(0), physical
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1d(22630182682624)
[2014-09-03 12:13:56.540491 THREAD(5225,139821699815168)] [ INFORMATION]
[AGER] aging lock item - object scn(226), agable stmt scn(228), physical 1d(22630182682624)

When deleting a tablespace, tablespace scn, aging available scn at aging time and dropped tablespace id
are recorded.

[2014-09-03 12:13:56.540553 THREAD(5225,139821699815168)] [INFORMATION]
[AGER] aging tablespace - object scn(224), object view scn(227), tablespace id(5)

The cleanup thread records the information about abnormally terminated session as follows. Even when
a user session is abnormally terminated, the resources of the session is cleaned up, so the database instan
ce or other users continue to operate.

[2014-09-03 13:43:02.220139 THREAD(7768,140298504156928)] [WARNING]

[CLEANUP] snipe at zombie session - pid(7766), thread(139967223228160), program(gsql)
[2014-09-03 13:43:02.220211 THREAD(7768,140298504156928)] [WARNING]

[CLEANUP] cleaning session - env(3), session(4), transaction(FFFFFFFFFFFFFFFF), program(gsql),
pid(7766), thread(139967223228160)

[2014-09-03 13:43:02.220270 THREAD(7768,140298504156928)] [WARNING]

[CLEANUP] cleaning up 1 sessions

* Log of creating, dropping, altering tablespace by a user

The system log records the operations of creating, deleting, updating of a user tablespace. Tablespace rel
ated to DDL is recorded by default, regardless of TRACE_DDL ON/OFF. DDL failure will not be recorded in
the system log. Therefore, a user should operate the system by setting TRACE_DDL to ON in order to figu
re out more details about DDL log and the causes of its failure.

[2014-09-15 10:26:41.649909 THREAD(24881,140468897289984)] [INFORMATION]
[TABLESPACE] Create Tablespace(7)

[2014-09-15 10:26:55.966385 THREAD (24881, 140468897289984)] [INFORMATION]
[DATAFILE] add datafile(/home/zkyungoh/work/product/Gliese/home/db/TEST1.dbf)
[2014-09-15 10:27:11.325897 THREAD(24881,140468897289984)] [INFORMATION]
[DATAFILE] Drop Datafile(/home/zkyungoh/work/product/Gliese/home/db/TEST1.dbf)

[2014-09-15 10:32:00.669550 THREAD(24881,140468897289984)] [INFORMATION]
[TABLESPACE] drop tablespace ( 7 )

* System internal error and index creation failure log

An internal error occurs when GOLDILOCKS database system error occurs but the exact cause of the failu
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re can not be defined. If an internal error occurs, the SQL statement which raised the error is rolled back.
The service is continuously available because the error does not affect the system nor does other sessions.

By the way, if the error raising SQL statement is executed again, it could be failed for the same reason, or
the cause of failure could disappear and the operation could succeed. Therefore, a user should not chang
e the database at the point of failure, but should request cause analysis to find the cause.

The index creation fails if the same key index on a table exists when creating UNIQUE index. Even though
the index creation fails, it does not affect the index tables which are already created. Therefore, it does n

ot affect the service.

[2014-09-15 11:26:59.640345 THREAD(7819,140737354012416)] [INFORMATION]
Index creation failed ( physical id : 22638772617216, error code : 14016 )

XA Log

It records the success or failure log of start, close, end, rollback, prepare, commit, recover, forget operatio
ns of XA transaction interface for processing distributed transactions. GOLDILOCKS database does not re
cord XA trace log by default. TRACE_XA should be set to ON to record the XA trace log as follows. For m
ore information, refer to XA APl References.

gSQLY> alter system set trace_xa = yes;
System altered.

XA trace log is recorded in 'xa.trc' as follows. At first, executed XA interface is recorded, and then the sta
tus (complete or failed) is recorded. The information such as session id and transaction id is also recorded.
If it fails, the error code defined in XA API References is recorded.

[2014-09-15 11:45:19.599018 THREAD(7966,139931504572160)] [ INFORMATION]
xa_start() complete - session(4), xid(0.3231.00), flags(0)

[2014-09-15 11:45:19.599360 THREAD(7966,139931504572160)] [INFORMATION]
xa_end() complete - session(4), xid(0.3231.00), flags(4000000)
[2014-09-15 11:45:19,599418 THREAD(7966,139931504572160)] [ INFORMATION]
xa_prepare() complete - session(4), xid(0.3231.00), flags(0)
[2014-09-15 11:45:22.864563 THREAD(7966,139931504572160)] [ INFORMATION]
xa_recover() complete - session(4), xid(), flags(1000000
[2014-09-15 11:45:22.864829 THREAD(7966,139931504572160)] [INFORMATION]
xa_commit() complete - session(4), xid(0.3231.00), flags(@)

[2014-09-15 11:45:22 864887 THREAD(7966,139931504572160)] [ INFORMATION]
xa_rollback() complete — session(4), xid(0.3232.00), flags(0)
[2014-09-15 11:45:22.885951 THREAD(7966,139931504572160)] [ INFORMATION]
xa_forget() complete - session(4), xid(0.3230.00), flags(0)

]
)
]
(
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[2014-09-15 11:45:22.886017 THREAD(7966,139931504572160)] [INFORMATION]
xa_forget() failed - session(4), xid(0.3231.00), flags(0), xa_error(-4)

DDL Log

For all DDL (creating, dropping, altering) generated in GOLDILOCKS database, the DDL generating sessio
ns, overall SQL statements, status of success or failure are added in system log. In GOLDILOCKS database,
DDL log is not recorded by default. TRACE_DDL should be set to ON as follows to record DDL trace log.

gSQLY> alter system set trace ddl = yes;
System altered.

The followings describe an example of which DDL log is recorded when a tablespace is created using the
DDL.

gSQL> CREATE TABLESPACE TEST_TBS1

DATAFILE 'TEST_TBS1_01.dbf' SIZE 10M,
"TEST_TBS1_02.dbf"' SIZE 10M,
'TEST_TBS1_03.dbf" SIZE 10M;

Tablespace created.

[2014-09-15 12:26:29.209210 THREAD(8149,140267442067200)] [INFORMATION]
[SESSION:11][DDL success] CREATE TABLESPACE TEST_TBS1
DATAFILE 'TEST_TBS1_01.dbf' SIZE 10M,

'TEST_TBS1_02.dbf" SIZE 10M,

"TEST_TBS1_03.dbf" SIZE 16M
[2014-09-15 12:26:29.209277 THREAD(8149,140267442067200)] [INFORMATION]
[SESSION:11][COMMIT with DDL]

If DDL statement fails, 'DDL failure' is recorded as follows.

gSQL> ALTER TABLESPACE TEST_TBS1 ADD DATAFILE 'TEST_TBS1_04.dbf' SIZE 10M;
ERR-42000(16130): file is already exist -

" /home/ zkyungoh/work/product/Gliese/home/db/TEST_TBS1_04.dbf" :

ALTER TABLESPACE TEST_TBS1 ADD DATAFILE 'TEST_TBS1_04.dbf' SIZE 10M

*

ERROR at line 1:

[2014-09-15 12:45:08.598789 THREAD(8115,140191085913856)] [INFORMATION]
[SESSION:4][DDL failure] ALTER TABLESPACE TEST_TBS1 ADD DATAFILE 'TEST_TBS1_01.dbf' SIZE 16M

DDL log for table or index DDL statement is recorded in the same way. After creating a table or an index,
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the committed DDL log is as follows.

gSQL> CREATE TABLE T1 ( I1 NATIVE_INTEGER ) TABLESPACE TEST_TBS1;
Table created.

gSQL> CREATE INDEX T1X ON T1 ( I1 );

Index created.

gSQL> COMMIT;

Commit complete.

[2014-09-15 12:40:37.887952 THREAD(8115,140191085913856)] [INFORMATION]
[SESSION:4][DDL success] CREATE TABLE T1 ( I1 NATIVE_INTEGER ) TABLESPACE TEST_TBS1
[2014-09-15 12:40:47.451806 THREAD(8115,140191085913856)] [INFORMATION]
[SESSION:4][DDL success] CREATE INDEX T1X ON T1 ( I1 )

[2014-09-15 12:40:51.017975 THREAD(8115,140191085913856)] [INFORMATION]
[SESSION:4][COMMIT with DDL]

The following is a rollback DDL log after creating a table or an index.

[2014-09-15 12:42:27.367722 THREAD(8115,140191085913856)] [ INFORMATION]
[SESSION:4][DDL success] CREATE TABLE T1 ( I1 NATIVE_INTEGER ) TABLESPACE TEST_TBS1
[2014-09-15 12:42:31.317436 THREAD(8115,140191085913856)] [INFORMATION]
[SESSION:4][DDL success] CREATE INDEX T1X ON T1 ( I1 )

[2014-09-15 12:42:34.601738 THREAD(8115,140191085913856)] [INFORMATION]
[SESSION:4][ROLLBACK with DDL]

Trace Log Replication

Replication trace log is recorded in a separate file when using GOLDILOCKS' replication tool such as CYCL
ONE and LOGMIRROR. For more information about replication trace log, refer to operating CYCLONE in
CYCLONE chapter and operating in LOGMIRROR chapter.

Listener Log

The errors and information which occurs from the startup of listener process until the end of the process
are recorded in the listener log.

Listener Log Format

The listener log is recorded in the following format.
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['log recorded date and time' THREAD('process id', 'thread handle')]
['log prefix'] 'log body'

* 'log record date and time' is the date and time of the recorded log.
e THREAD ('process Id', 'thread handle') is the information of log process id and thread handle.
* 'log prefix' is the entity or feature which created the log, and 'log body' is the detailed information.

Monitoring Performance Using View

Concurrency control for multi-user is needed because database is accessed or updated by multiple users a
t the same time. The concurrency should be provided for system data and shared resources as well as exp
licit data by SQL statements. GOLDILOCKS controls the concurrency using latch.

The concurrency control using lock can cause a deadlock when same data is updated by multiple differen
t transactions. The concurrency control using latch (supported by GOLDILOCKS) can cause a deadlock, to
0. It is because the deadlock affects the performance, so a view is provided to handle the latch when a de

adlock occurs.

The transactions generating the deadlock will be found when using V$LOCK_WAIT. Then, the administra
tor should monitor them, and unlock the deadlock. For more information about V$LOCK_WAIT, refer to
V$LOCK_WAIT. For more information for monitoring latch item causing the deadlock, refer to V$LATCH.
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6.1 Managing Control File

A database instance should be created to use GOLDILOCKS database, and the control file is created whe
n creating a database instance. The information is written on the control file when GOLDILOCKS multilev
el startup moves from nomount level to mount level. The absolute path and the size of the file to be used
in database are recognized by using the recorded information on the control file. The control file is a bina
ry file and database information is stored as follows.

Control File Contents

Table 6-1 GOLDILOCKS database system information
Item Description

Data store mode It stores mode which is set when database starts up. (TDS, CDS)
It is the database instance state. (NONE, RECOVERED, RECOVERING, SERVICE, SHUTDOWN
)

Last checkpoint Isn It is the LSN of the checkpoint which was executed last in the database.

Server state

Table 6-2 Log information
ltem Description

o It is the log information (LSN, log position) of the checkpoint which was e
Checkpoint lid, Isn _
xecuted last in the database.

Last inactivated log file sequence It is the log file sequence which was changed to inactive last.
Archivelog mode It is the archivelog mode of the database in operation.
Creation time It is the database created time.

Database information stores information about database operating, all tablespace in use, and data. The d
atabase operating information stored in the control file is as follows.

Table 6-3 Database information

ltem Description
Transaction table size It is the maximum number of using transaction table in database.
Undo relation count It is the number of using undo relations in database.
Tablespace count It is the number of tablespaces in use created in database.
New tablespace id It is the tablespace ID to be created later.

Tablespace information is stored in the control file as follows.
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Table 6-4 Tablespace information

ltem

Tablespace id
Attributes

Page count in extent
State

Relation id

New data file id

Is logging

Is online

Data file count

Offline Isn

Offline state

Description

It is a unigue tablespace ID.

It is the attribute of a tablespace such as storage device (memory, disk), persistence at
tribute (temporary, persistent), tablespace usage (dictionary, undo, data, temporary).
It is the number of extent pages.

It is the tablespace status. (CREATING, CREATED, DROPPING, DROPPED, AGING)

It is the relation ID to store pending operation of tablespace.

It is the data file ID which is set when new data file is inserted to tablespace.

It is the logging mode of a tablespace. (LOGGING, NOLOGGING)

It is the online or offline status of a tablespace. (ONLINE, OFFLINE)

It is the number of data files used by a tablespace.

It is the last LSN which executes recovery if needed, in order to shift offline tablespace
to online.

It is the status of offline tablespace. (CONSISTENT, INCONSISTENT)

CONSISTENT offline tablespace does not have to be recovered when shifting the statu
s to online. It is because the tablespace status is shifted to offline after the most recen
t data in memory is stored to disk. On the other hand, INCONSISTENT offline tablespa
ce executes recovery using the log when shifting to online.

Data file information is stored in the control file as follows.

Table 6-5 Data file information

ltem
Name
State
Data file id

Auto extend
Size

Next size
Max size

Timestamp
Checkpoint Isn, lid

Creation Isn, lid

Description

It is the data file name including the absolute path which stores data.

It is the data file status. (CREATING, CREATED, DROPPING, DROPPED, AGING)

It is the unique data file ID in a tablespace.

It is whether to extended automatically or not when a data file is full.

It is the data file size.

It is the size to be extend when a data file is full.

It is the maximum size of extendable data file.

It is the time when data file was created.

It is the checkpoint log information when the last checkpoint is executed in the data file. (LS
N, log position)

It is the checkpoint log information of when a data file is created. (LSN, log position)

It stores each incremental backup information operated in the database. GOLDILOCKS database supports

the incremental backup for database and tablespaces, and the incremental backup information is stored i

n the control file as follows.
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Table 6-6 Incremental backup information

Item Description
) It is the checkpoint log information which was executed last at the beginning of back
Backup Isn, lid "
up. (LSN, log position)
Begin time It is the incremental backup beginning time.
Completion time [t is the incremental backup completion time.

It is the unique tablespace ID of which an incremental backup is executed.

Tabl » If incremental backup for a tablespace is executed, its tablespace ID is recorded. If the
ablespace i } ) ,
backup is not executed for a tablespace, then the maximum tablespace ID (65535) is

recorded.
Level It is the level of executed incremental backup.
Object type It is the target of incremental backup. (database, control file, tablespace)
Backup file name It is the name of the incremental backup file.
Backup option It is the incremental backup option. (cumulative, differential)

Multiplexing Control File

The control file stores the physical structure of GOLDILOCKS database and the information about data co
nsistency. If the control file is corrupted or deleted by mistake, it is not possible to operate database.

Therefore, GOLDILOCKS database recommends creating at least two or more control files and keep them
in physically separated disks. GOLDILOCKS supports multiplexing up to 8. To add control files when creati
ng a database, set the number of multiplexing control files in the property file, and set the path of each ¢
ontrol file. To add control files when operating database, increase the property value for control file multi
plexing, and add the control file paths.

Restoring Corrupted Control File

If a control file is corrupted due to database's abnormal termination, the corrupted control file is restored
using a normal control file among multiplexed control files, and then it is restarted.

If all multiplexed control files are corrupted, the backup control file is restored, and the incomplete media
recovery is executed for archive redo log files and redo log files, and then it is restarted. For more informa
tion about incomplete recovery using the backup control file, refer to When all multiplexed control files ar
e corrupted in recovery examples.
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Control File Information
A user can enquire the control file name by using V$CONTROLFILE which is the performance view to retri
eve the location and the name of the control file as follows.

9SQL> SELECT CONTROLFILE_NAME FROM V$CONTROLFILE;
CONTROLFILE_NAME

/goldilocks_data/wal/control_0.ctl
/goldilocks_data/wal/control_1.ctl

2 rows selected.

A user can retrieve the correct information written in the control file using gdump the dump tool of GOL
DILOCKS.
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6.2 Managing Redo Log File

GOLDILOCKS uses the redo log files to ensure database persistency. In other words, the database can be
restored to the state before shutdown database using the redo log files and data files when GOLDILOCKS
database is abnormally terminated due to various reasons.

In order to do so, GOLDILOCKS database uses Write Ahead Logging (WAL) policy to store log of all updat
e operations.

The updated data by the update operation is not recorded in the data file, but the log for the update ope
ration is recorded in the redo log file. It is because it is much more efficient in the terms of database perfo
rmance. Whenever each update operation is recorded in the data file, a random access occurs and the up
date operations for the same file causes the excessive disk 10. However, the update log is smaller than th
e updated data, and it performs the efficient disk IO in a way being appended at the end of log file.

GOLDILOCKS database uses log buffer in shared memory to record the updated logs to the log buffer, an
d then records log buffer to the log file all together, and it leads to more efficient disk 10.

Redo Log File Structure

The redo log buffer and log file in GOLDILOCKS have a circular structure. The log files are created as man
y as predefined number of log groups, and then they record logs. If a log file is full, the following log file i
s used. When all log files are used up, the previously used log file is reused. The log file is a circular struct
ure consisting of a single log group of several members. GOLDILOCKS performs the logging using minim

um four log groups.

Figure 1 GOLDILOCKS redo log file, log buffer structure
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Redo Log Group and Its Member

GOLDILOCKS database uses a log group and members to record logs to the disk log file during database
operation. A single redo log file is a member of a log group, and a log group consists of several log mem
bers. Log group which consists of many members ensures high availability because other log members ca
n be used when a particular disk fails or a particular log member is corrupted.

The system records logs to a log group, and if the log group is full, the following group is used. This is a ci
rcular log group. The currently used log group shifts to the following log group one and this is called as lo
g switching.

A log group, the number of members and each of its position are set by the property when creating data
base. They can be altered by adding or dropping syntax when operating database.

Log Group State

The state of log group is initialized to UNUSED when creating it. It is changed to CURRENT, ACTIVE, and |
NACTIVE state by the system during operation.

Table 6-7 GOLDILOCKS log group state

Log group state Description
UNUSED The log group has never been used after creation.
CURRENT The log group is being used by the current system.
ACTIVE It is not yet ready to be reused after CURRENT log group is switched.
INACTIVE ACTIVE state log group is ready to be reused.

ACTIVE log group can not be reused in the system, but it can be reused after it is changed to INACTIVE by
archive log thread. Archive log thread wakes up by an event before the checkpoint is completed, and it ¢
hanges ACTIVE log groups to INACTIVE state. In order to do so, log archiving thread archives log file in A
CTIVE log group, then change it to INACTIVE when the system is operated in ARCHIVELOG mode. If the s
ystem is operated in NOARCHIVELOG mode, then the ACTIVE log group is immediately reusable after cha
nging the log group state to INACTIVE.

Adding Log Group and Log Member

Adding Log Group

Adding log group is allowed only in mount phase of GOLDILOCKS database multilevel startup. The new |
0g group is added next to the CURRENT state of the log group which is currently being used.

The following is an example to add a new log group whose file name is 'abc.log', and file size is 20 Mbyt
es to group ID 10.
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ALTER DATABASE ADD LOGFILE GROUP 10 ('abc.log') SIZE 20M;

Adding Log Member

A new log member can be added for the stability of log group in use. It can be added in mount phase of
GOLDILOCKS database multilevel startup in the same way of adding log group. The following is an exam
ple to add the log file named as 'test log' to group ID 10. The log file size is not specified because the log

member size in a log group is same.

ALTER DATABASE ADD LOGFILE MEMBER '‘test.log' TO GROUP 10;

Altering Log Member Name

The position and the file name of the log member in use can be altered by executing RENAME in mount
phase. RENAME is executed for log member when the log member's disk is physically failed or the log me
mber should be transferred to another disk in terms of performance.

The following is an example to RENAME the log file '/disk1/goldilocks_data/wal/redo_0_0.log' to the log
file '/disk2/goldilocks_data/wal/redo_0_0.log".

ALTER DATABASE RENAME LOGFILE '/disk1/GOLDILOCKS_data/wal/redo_0_0.log"' TO

' /disk2/GOLDILOCKS_data/wal/redo_0_0.log";

Dropping Log Group or Log Member

A log member or log group in use can be dropped in mount phase when a user wants to reduce log grou
ps, log members or when log file disk is failed.
The following is an example to drop all members of log group ID 10.

ALTER DATABASE DROP LOGFILE GROUP 10;

Dropping log member is allowed only when at least two members exist in the log group.
The following is an example to drop the '/disk1/goldilocks_data/wal/redo_0_0.log' log member.

ALTER DATABASE DROP LOGFILE MEMBER '/disk1/GOLDILOCKS_data/wal/redo_0_0.log";

Restoring Corrupted Redo Log File

If the system fails and the redo log files are corrupted, then the restart recovery fails and the system can n
ot be operated. If normal log members exist in the corrupted log group, the restart recovery and the syste
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m operation can be executed by copying the log file of the normal log member to the corrupted log files.

If all log files in a log group are corrupted or there is only one log member, it can be restarted by executin
g incomplete media recovery. The incomplete media recovery is restricted to the normal log file.
For more information about incomplete media recovery, refer to Incomplete Recovery.

Redo Log File Information

A user can enquire V$LOGFILE which is a performance view to retrieve the location and the name of the r
edo log files. When inquiring V$LOGFILE, the log file name, its log group ID, its state, the file size are retri
eved as follows.

gSQL> SELECT FILE_NAME, GROUP_ID, GROUP_STATE, FILE_SIZE FROM V$LOGFILE;

FILE_NAME GROUP_ID GROUP_STATE FILE_SIZE

/disk1/goldilocks_data/wal/redo_0_0.log 0 INACTIVE 104857600
/disk1/goldilocks_data/wal/redo_1_0.log 1 CURRENT 104857600
/disk1/goldilocks_data/wal/redo_2_0.log 2 UNUSED 104857600
/disk1/goldilocks_data/wal/redo_3_0.log 3 UNUSED 104857600

4 rows selected.
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6.3 Managing Archive Redo Log File

The database should be operated in archive log mode for media recovery using backup, because GOLDIL
OCKS redo log file reuses log group which is used when circular structure log group is used. Then the wri
tten completed redo log files are copied to the archive redo log files.

For more information about GOLDILOCKS database's archive log mode, refer to ARCHIVELOG Mode .

Creating Archive Redo Log File

The redo log file is copied to archive redo log file directory by log archiving thread which is GOLDILOCKS
database's system thread. Log archiving thread is activated by checkpoint thread during checkpoint, and i
t archives the proper object among redo log files.

Archive redo log file is created in the directory set by the ARCHIVELOG_DIR_ 1 property. The name of arc
hive redo log file is composed of its prefix set by the ARCHIVELOG_FILE property and of the sequence nu
mber of each redo log file.

Maintaining and Dropping Archive Redo Log File

Media recovery using backup can fail if archive redo log files, similarly to the redo log files, are arbitrarily
dropped. Therefore, archive redo log files should be saved with backup files, and the archive redo log file
s for media backup can be dropped when the backup file is not needed any more.

Backup is copying the data file which is downloaded to the disk by the most recent checkpoint. Therefore,
the archive log files of the oldest LSN and later are needed to recover media using backup. Checkpoint is
executed by the system when redo log file is switched, so one or more checkpoint logs exist in every log fi
le except for the redo file in CURRENT state.

The followings describe how to get the archive redo log file required for media recovery using backup file.

Get the checkpoint LSN which is recorded in the file header of backup data files.
Dump the archive redo log file, and get the archive redo log file including checkpoint LSN.

The archive redo log file needed for the media recovery using backup begins just before the archive r
edo log file of No. 2.

Dump the control file and get the checkpoint LSN to get the archive redo log file needed for incremental
backup. Subsequent process is as same as the entire backup process.

If backup files are not needed any more, the archive redo log file required for the media recovery using ba
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ckup can be removed.

Multiplexing Archive Redo Log File Directory

If the archive redo log file is moved from the directory set in ARCHIVELOG_DIR_1 to the other directory o
r media to preserve the archive redo log file, the media recovery fails because it can not find the required
archive redo log file.

Move the archive redo log file back to the directory set in ARCHIVELOG_DIR_1 to resolve this problem. Or
set the archive log files existing directory to ARCHIVELOG_DIR_2 ~ ARCHIVELOG_DIR_10, and add archiv
e redo file directory for media recovery. READABLE_ARCHIVELOG_DIR_COUNT should be set as many as
the number of directory when using ARCHIVELOG_DIR_2 ~ ARCHIVELOG_DIR_10 for the media recovery.
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6.4 Managing Tablespace

All the data used in database are stored in physical disk file, and use the database's logical structure for ef
ficient data management and performance. GOLDILOCKS manages the disk space efficiently by using the
logical structure such as tablespace, segment, extent, and page.

A tablespace can include multiple data files, and each tablespace is set to online/offline to support high d
ata availability. Distributing data storing disks improves the |0 performance, and reduces the contention
of physical disk 10.

Tablespace Type

GOLDILOCKS tablespace is divided into SYSTEM tablespace and non-SYSTEM tablespace. SYSTEM tables
pace is created when database is created, and it is used and controlled only by the GOLDILOCKS system.
Non-SYSTEM tablespace is created and used by a user.

SYSTEM Tablespace

It is created when GOLDILOCKS database is created, and it is essential for database operation. There are
dictionary tablespace, undo tablespace and system temporary tablespace.

Non-SYSTEM Tablespace

It is a tablespace in which tables and indexes are stored for data storing, and a user can arbitrarily creates
or drops.

Managing Tablespace and Data File

Managing Tablespace

Managing Tablespace State

The GOLDILOCKS database tablespace state is divided into online and offline. The offline tablespace is no
t accessible. A user can arbitrarily set the tablespace state to offline. Or, an abnormal tablespace can be s
et to offline by the system. The system tablespace should not be set to offline.

e Offline tablespace



Managing Tablespace | 265

GOLDILOCKS database flushes all data files in the tablespace to disk before the tablespace is set to offline.
All related logs should be flushed to disk to flush data file. Therefore, a recovery is not needed when swit
ching to online later. However, it is applied when DDLs occurred in the offline tablespace state is changed
to online state.

A tablespace can be immediately set to offline using IMMEDIATE mode, without flushing data file. In this
case, the tablespace state is changed to online after media recovery when setting the tablespace to onlin
e.

Table 6-8 Tablespace offline option

. o Media recovery when setting
Option Description .
the tablespace to online

Flushing all the data file related logs in tablespace to the ) ) )
NORMAL ) . . Media recovery is not required.
disk, then set it to offline

IMMEDIATE Immediately setting a tablespace to offline Media recovery is required.
GOLDILOCKS can set tablespace to offline in mount phase. To do so, the service should be normally termi

nated, or the server should be operated in ARCHIVELOG mode. This method provides high availability by
performing service excluding the unrecoverable tablespaces when starts up database.

gSQL> ALTER TABLESPACE TEST_TBS OFFLINE;

Tablespace altered.

gSQLY> ALTER TABLESPACE TEST_TBS ONLINE;

Tablespace altered.

gSQL> ALTER TABLESPACE TEST_TBS OFFLINE IMMEDIATE;

Tablespace altered.

gSQL> ALTER TABLESPACE TEST_TBS ONLINE;

ERR-42000(14051): media recovery required - 'TEST_TBS'

gSQLY> ALTER DATABASE RECOVER TABLESPACE TEST_TBS;

Database altered.

gSQL> ALTER TABLESPACE TEST_TBS ONLINE;
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Tablespace altered.

Attributes of Tablespace

The followings are attributes of tablespace in GOLDILOCKS database. PERSISTENT or TEMPORARY indicat
es whether persistence is ensured or not. DATA or UNDO indicates the type of tablespace and stored dat
a.

Table 6-9 Tablespace attributes of GOLDILOCKS database

Attributes Description
It supports persistence of data stored in a tablespace. (A recovery is require

Persistence PERSISTENT d.)

TEMPORARY It does not support persistence of data stored in a tablespace.

DATA It stores the user input data.
Type of stored dat | UNDO It stores data required for MVCC of database.
a DICT It stores dictionary information for database operation.

TEMPORARY It stores data for SQL processing.

Managing Tablespace
* Creating user tablespace

It creates a new user tablespace. The name of tablespace being used in the database instance should be
unique when creating tablespace. A tablespace can have up to 1024 data files, and the size of each data
file can be up to 30 GBytes. The database can create tablespaces up to 65,535, including system tablespa
ce.

The data file name including the absolute path in the data file should be unique. Use 'REUSE' option to re
use the existing data file which is not being used in database. An extent size of a tablespace is selectable
among 64 Kbytes, 128 Kbytes, 256 Kbytes, 512 Kbytes and 1 Mbyte, and the default extent size is 256 K
bytes.

gSQL> CREATE TABLESPACE TEST_TBS DATAFILE
"/goldilocks1/db/TEST_TBS1.dbf" SIZE 20M,
"/goldilocks2/db/TEST_TBS2.dbf' SIZE 50M,
'/goldilocks3/db/TEST_TBS3.dbf' SIZE 100M REUSE;

Tablespace created.

The state can be set to ONLINE/OFFLINE when creating tablespace, and the LOGGING/NOLOGGING prop
erty also can be set.

* Dropping tablespace
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The tablespace and data file can be dropped when the tablespace is not needed any more. The unused ta
blespace should be dropped not to waste the resources. It is because once tablespace is created, the add
ed disk data file and memory is created and remains.

gSQL> DROP TABLESPACE TEST_TBS;
Tablespace dropped.

Dropping the tablespace does not drop its table index in use by default. Therefore, INCLUDING CONTENT
S option should be used together when dropping tablespace including tables or indexes in use.

gSQL> DROP TABLESPACE TEST_TBS;
ERR-42000(16148): tablespace not empty, use INCLUDING CONTENTS option :
drop tablespace TEST_TBS

*

ERROR at line 1:
gSQL> DROP TABLESPACE TEST_TBS INCLUDING CONTENTS;
Tablespace dropped.

Use AND DATAFILES option to drop the data files added in the tablespace.

gSQL> DROP TABLESPACE TEST_TBS INCLUDING CONTENTS AND DATAFILES;
Tablespace dropped.

* Altering tablespace size

Add datafiles to the tablespace or drop datafiles from the tablespace to alter the tablespace size. Add ne
w datafiles to tablespace to spare space when the storing space is not enough during database operation.
Or, drop unused datafile from tablespace not to waste the space.

9SQL> ALTER TABLESPACE TEST_TBS ADD DATAFILE 'TEST_TBS2.dbf' SIZE 20M;
Tablespace altered.

gSQL> ALTER TABLESPACE TEST_TBS DROP DATAFILE 'TEST_TBS2.dbf;
Tablespace altered.

The data file could be dropped from tablespace only when is has never been used since its creation. The d
ata file can not be dropped once it has been used even when all data was dropped.

ALTER TABLESPACE TEST_TBS DROP DATAFILE 'TEST_TBS2.dbf"';
ERR-42000(14044): datafile not empty

* Managing temporary tablespace

Temporary tablespace does not store data file, but it allocates memory of specified size. Create the tempo
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rary tablespace as follows.

9SQL> CREATE TEMPORARY TABLESPACE TEST_TBS MEMORY ‘TEST_TEMP_TBS' SIZE 10M EXTSIZE 256K;

Tablespace created.
Add memory to the temporary tablespace as follows.

0SQL> ALTER TABLESPACE TEST_TBS ADD MEMORY 'TEST_TBS2' SIZE 10M;

Tablespace altered.
Drop the unused memory from the temporary tablespace as follows.

9SQL> ALTER TABLESPACE TEST_TBS DROP MEMORY 'TEST_TBS2';

Tablespace altered.
Drop the temporary tablespace as follows.

9SQL> DROP TABLESPACE TEST_TBS INCLUDING CONTENTS AND DATAFILES;
Tablespace dropped.
Transferring Data File

The data file storage path stored in the database should be modified when altering the datafile storage di
sk, or directory.

The following is an example to describe how to modify the path when transferring the datafile '/goldilock
s1/db/TEST_TBS1.dbf" in tablespace TEST_TBS to '/goldilocks4/db/TEST_TBS1.dbf".

gSQLY> ALTER TABLESPACE TEST_TBS RENAME DATAFILE
"/goldilocks1/db/TEST_TBS1.dbf"' TO '/goldilocks4/db/TEST_TBS1.dbf";
Tablespace altered.

Tablespace Information

For more information about the tablespaces created in database, refer to V$TABLESPACE.

gSQL> \DESC V$TABLESPACE

COLUMN_NAME  TYPE IS_NULLABLE
TBS_NAME CHARACTER VARYING(128) FALSE
TBS_ID NUMBER FALSE
TBS_ATTR CHARACTER VARYING(128) FALSE

IS_LOGGING BOOLEAN FALSE



IS_ONLINE

OFFLINE_STATE CHARACTER VARYING(32)

EXTENT_SIZE
PAGE_SIZE

BOOLEAN

NUMBER
NUMBER

FALSE
FALSE
FALSE
FALSE
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6.5 Managing Data File

Data File Matching

Data file can be corrupted due to disk failure, database defects or human error. If the corrupted data file i

s used in database, serious problems occurs.

GOLDILOCKS database ensures the matching of the data file using a checksum for each page of the data
file. GOLDILOCKS database's page checksum is generated using LSN and CRC value, and it is stored in ea
ch page. A user sets the page checksum type using the value in PAGE_CHECKSUM_TYPE, and uses LSN f
or the default value.

The page checksum is checked when loading the data file into the memory at database startup. If an erro
r occurs concerning the checksum value, the database can not start up the service.

The following is an example to describe the database startup failure when the datafile TEST_TBS.dbf in th
e tablespace TEST_TBS created by a user is not matching.

gSQL> \STARTUP MOUNT

Startup success

gSQL> ALTER SYSTEM OPEN DATABASE;

ERR-HY0OO(14094): datafile recovery required - datafile(/goldilocks/db/TEST_TBS.dbf) of
tablespace(TEST_TBS) corrupted

In case when the data file is not matching, set its tablespace having the data file to OFFLINE, or recover th
e data file to restart the database.

The following describes how to start up the database after setting the tablespace to OFFLINE.

gSQL> \STARTUP MOUNT

Startup success

gSQL> ALTER SYSTEM OPEN DATABASE;

ERR-HY0OO(14094): datafile recovery required - datafile(/goldilocks/db/TEST_TBS.dbf) of
tablespace(TEST_TBS) corrupted

gSQL> ALTER TABLESPACE TEST_TBS OFFLINE IMMEDIATE;

Tablespace altered.

9SQL> ALTER SYSTEM OPEN DATABASE;

System altered.

Data file full backup or incremental backup should exist when recovering the data file.
The following describes how to recover the data file when backup exists.
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gSQL> \STARTUP MOUNT

Startup success

gSQL> ALTER SYSTEM OPEN DATABASE;

ERR-HY0OO(14094): datafile recovery required - datafile(/goldilocks/db/TEST_TBS.dbf) of
tablespace(TEST_TBS) corrupted

gSQL> ALTER DATABASE RECOVER DATAFILE 'TEST_TBS.dbf' CORRUPTION;

Database altered.

9SQL> ALTER SYSTEM OPEN DATABASE;

System altered.

Data File Information

For more information about data files being used in database, refer to V$DATAFILE.

gSQL> \DESC V$DATAFILE

COLUMN_NAME TYPE IS_NULLABLE
TBS_NAME CHARACTER VARYING(128) FALSE
DATAFILE_NAME CHARACTER VARYING(1024) FALSE
CHECKPOINT_LSN NUMBER FALSE

CREATION_TIME TIMESTAMP(2) WITHOUT TIME ZONE FALSE
FILE_SIZE NUMBER FALSE
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This chapter describes GOLDILOCKS database backup and recovery, database ARCHIVELOG mode for the
backup and recovery.

7.1 ARCHIVELOG Mode

GOLDILOCKS database executes logging using circular log group. A circular log group consists of at least
four log groups, and if all log allocated to a log group are run out, then following log group is used. If all
created log groups are run out, the first log group is reused. In this case, the new log file is not created b
ut the previously recorded log file is reused.

The previously written logs are lost if a log group is reused in NOARCHIVELOG mode. Therefore, if an ad
ministrator does not manage the completed logging group, the completed transactions logs disappears
while operating in NOARCHIVELOG mode.

On the other hand, in ARCHIVELOG mode, the system archives log files prior to reusing it when using the
following log groups after the completion of recording on log file in a log group. Then the completed log
s are permanently preserved unless they are deliberately deleted.

ACHIVELOG Mode

Log files should be archived before they are reused. It is because all log files after backup moment is requi
red for the recovery using backup, and the backup could be needed anytime. Therefore, the backup is su
pported only in ARCHIVELOG mode.

The service can be interrupted in busy system due to archiving when operating in ARCHIVELOG mode. Al
so, an additional space is needed to store files.

NOARCHIVELOG Mode

Backup is not supported in NOARCHIVELOG mode, because it can not be determined if the log files of be

fore reusing exist.

However, system does not archive log files. Therefore, the interruption due to an archiving at checkpoint
when bulk logs are continuously being recorded does not occur. Also, it does not need a storage space fo
r archive log files.

NOARCHIIVELOG mode is set by the 'ARCHIVELOG_MODE' property value when creating database. Data
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base is created in NOARCHIIVELOG mode if the 'ARCHIVELOG_MODE' value is 0, and it is created in ARC
HIIVELOG mode when the 'ARCHIVELOG_MODE' value is 1. This property is valid only when creating dat
abase, and it is not referenced when operating database.

Execute the following syntax in mount phase of GOLDILOCKS database startup level to change ARCHIVEL
OG mode during database operation.

gSQL> ALTER DATABASE ARCHIVELOG;

Database altered.

gSQL> ALTER DATABASE NOARCHIVELOG;

Database altered.

Enquire ARCHIVELOG_MODE of V§ARCHIVELOG which is the performance view to retrieve archive log m
ode set in database.

gSQL> SELECT ARCHIVELOG_MODE FROM V$ARCHIVELOG;
ARCHIVELOG_MODE

NOARCHIVELOG

1 row selected.
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7.2 Backup and Recovery

Backup

The Purpose of Backup and Recovery

Database can protect and recover data when various failures or data loss occurs. There are many reasons
for failures. The duplicated copy is required especially when the database is physically corrupted or dama
ged by disaster, and this is called as backup.

When database service is not available due to various failures, it becomes available again by using current
database or backup, and this is called as recovery. The restart recovery is to recover by using the current d
atabase. The media recovery is to recover by using the backup. GOLDILOCKS automatically or manually p
erforms the media recovery to recover the backup data file, then recover and restarts by the restart recov
ery.

Backup

Database backup is divided into physical backup and logical backup. Generally, backup means making co
py of data files online. This chapter describes the online physical backup.

Table 7-1 Database backup type

Backup type Backup form Database state Description
) Creating the copy of data file
Cold backup Offline ) ]
Stopping service to execute backup
Physical backup Creating the copy of data file
Hot backup Online Executing backup during service operation

Available only in ARCHIVELOG mode

) ) Backup/recovery in table unit
Logical backup Export backup Online ]
Exporting regardless of HW/OS

GOLDILOCKS uses data files and control files for executing service, and they should be recovered when th
ey were corrupted from a failure. A control file is created when creating database, and stores necessary in
formation to operate database. A data file stores actual data, and they are data files in system tablespace
s created when database is created and datafiles in user made tablespace. Use backup files for recovery w
hen some of those control files or data files are corrupted.

In other words, control files and data files should be backed up for recovery. In order to do so, GOLDILOC
KS supports control file backup, database backup, and tablespace backup.

Depending on the backup method, it is divided into full backups and incremental backups. Full backup co
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pies data files in time of backup, and an incremental backup copies only modified parts since the previous
backup. The full backup copies data files, so the copy as big as the data file is created everytime of backu
p. Therefore, it consumes the storage space as much as the size of database or tablespace.

On the other hand, the size of the incremental backup is relatively small because it copies only the modifi
ed part after the previous backup.

Table 7-2  Full backup vs. incremental backup
Item Full backup Incremental backup

i e Database: Entire data file which is being used by database
Backup object o .
e Tablespace: Data files in database's specific tablespace

e Backup the modified part of the data file being

e Backup entire data file which is bei )
used by database or tablespace after the previou
ng used by database or tablespace
Creati backup fil data fi s backup
¢ Creating a backup file per a data fi
Description | 9 P P e Creating an incremental backup file in which the
e
_ _ ] modified part is recorded
e Restoring the required data file aft . o
] ) ] e Recovery by using multiple incremental backups
er failure by using appropriate bac

kup method, then recover it

after failure

Full Backup

Use full backup to execute database backup and tablespace backup. Database backup is to backup contr
ol files and data files.

Control File Backup

Backup the control file as follows. Specify the backup control file name including the absolute path, or sp
ecify the backup control file name only. If only the backup control file name is specified, the backup file is
created in the path set in the 'LOG_DIR' property.

9SQL> ALTER DATABASE BACKUP CONTROLFILE TO '/goldilocks_data/backup/backup.ctl’;

Database altered.

Database Backup

Database backup can backup entire data file being used in database. When backup data file, recording o
n the file should be prevented while coping the data file. If the file is used during copying, the data file be
comes inconsistent, and even worse it will be inconsistent within a page. Set the database to the state w
hich enables backup to prevent those inconsistencies.

gSQL> ALTER DATABASE BEGIN BACKUP;

Database altered.
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Use operating system's file copy feature to create the copy of data file on database backup enabled state.
Then set it as follows, then the database backup is completed, and it is writable.

gSQL> ALTER DATABASE END BACKUP;

Database altered.

Tablespace Backup

Tablespace backup can backup data files being used by a specified tablespace. Set it to backup enabled st
ate by using the tablespace name (tablespace_name) as follows for the same reason of database backup.

gSQL> ALTER TABLESPACE TEST_TBS BEGIN BACKUP;

Tablespace altered.

Use operating system's file copy feature to create the copy of tablespace's data file on tablespace backup
enabled state. Then, complete the tablespace backup as follows.

gSQL> ALTER TABLESPACE TEST_TBS END BACKUP;

Tablespace altered.

Incremental Backup

An incremental backup supports database unit backup and tablespace unit as same as full backup. An inc
remental backup does not backup control files separately, but the control file is backed up together when
executing the database incremental backup.

GOLDILOCKS supports incremental level from 0 to 4 for an incremental backup. When an incremental ba
ckup is executed for the first time, the level should be set to 0, and backup the entire data file. Set the inc
remental backup level to 1 or higher to back up only the modified parts since the last backup when execu
ting the incremental backup later.

The given level of incremental backup searches for the time when the same level or lower level was execu
ted. Then, it backups only the modified parts after the previous backup.

For example, after performing level O backup, level 2 backup(1) backs up only the modified parts after th
e level 0 backup, and level 2 backup(2) backs up the modified part after the level 2(1) backup. In the sam
e way, level 2 backup(3), (4), (5), (6) backs up the modified part after the level 2 backup. The level 1 back
up which was executed lastly backs up all modified parts after the level O backup.
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Figure 1 Incremental backup
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Database Incremental Backup

Execute an incremental backup on the entire data file of database as follows. At first, the entire data file
of database is backed up at level 0.

gSQL> ALTER DATABASE BACKUP INCREMENTAL LEVEL 0;

Database altered.
And then, the modified part after level 0 is backed up at level 1.

9SQL> ALTER DATABASE BACKUP INCREMENTAL LEVEL 1;

Database altered.

Tablespace Incremental Backup

At first, the entire data file of tablespace is backed up at level 0 as follows in the same way as the databas
e backup.

9SQL> ALTER TABLESPACE TEST_TBS BACKUP INCREMENTAL LEVEL 0;

Tablespace altered.
And then, the modified part after level 0 is backed up at level 1.

9SQL> ALTER TABLESPACE TEST_TBS BACKUP INCREMENTAL LEVEL 1;

Tablespace altered.
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Recovery

Database guarantees data consistency by executing recovery when a failure occurs or database is corrupt
ed.
The types of database failure are as follows.

Table 7-3 Database failure type

Failure type Causes and symtoms Solution

) ) Transaction failure and deadlock due to the logical error (bad input, )
Transaction failure Abort transaction
overflow, data not found)

Corruption of volatile storage device due to an abnormal terminatio
System crash Restart recovery
n (blackout) of DBMS or OS

. . . ) Restore,
Media failure Corruption of non-volatile storage device
restart recovery

Abort the executing transactions, rollback all database updates and release obtained lock items to solve tr
ansaction failure.

Database processes are abnormally terminated at system crash, so the recent information stored in volatil
e storage are not reflected in the non-volatile storage, and they are lost. Startup database, and recover th
e database to the state when it was consistent before abnormal termination. This process is called as rest
art recovery. To recover the database, the restart recovery uses control files, data files, and log files which
were used by database before the failure.

The recovery using database file before failure is not possible if non-volatile storage device is corrupted. It
is because control files, datafiles and log files are corrupted so that they can not be used for recovery. In t
his case, recover the database file by using previously archived backup files and log files, then execute the
recovery.

GOLDILOCKS supports both the complete recovery and the incomplete recovery. The complete recovery r
ecovers the datafile to the latest and consistent state by using the log file. The complete recovery targets
database, tablespace and data file. For the tablespace and data file, the complete recovery is available for
the offline tablespace even during the database service. The complete recovery is divided into the automa
tic recovery and the manual recovery. The automatic recovery is performed when restarting the database,
and the manual recovery uses the recovery statement supported by GOLDILOCKS.

The incomplete recovery is available only for the database, and it recovers to the consistent state of a spe
cific point. The incomplete recovery is performed only manually. It incompletely recovers at once up to th
e specific point, or it performs the user selective incomplete recovery. The user selective incomplete recov
ery is a method of which a user selects a log file available to recover and recovers up to that user selected
log file.

If both the complete recovery and the incomplete recovery is required, then use redo log and archive log f
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iles.

Table 7-4 Database recovery

Recovery Target Description
Database, e Automatic recovery (Recovers at the restart)
Complete recovery tablespace, ¢ Manual recovery (Manually recovers the database, tablespace a
datafile nd data file.)

¢ Manual recovery only
Incomplete recovery | Database o Incomplete recovery at once

User selective incomplete recovery

Automatic Recovery

The automatic recovery is executed when restarting after a normal or abnormal termination of database.
It uses the control files, data files and log files which were used just before the termination.

Especially when the latest database file is corrupted, the backed up database file is recovered and the aut
omatic recovery is executed by using the archive log file.

The recovery is executed in three phases, and they are analysis, redo and undo.

Analysis

Two operations are executed in analysis phase.

First, it searches for the first log to perform the restart recovery. For that, it refers to the most recently exe
cuted checkpoint log, and looks for the most recent checkpoint log from the log information recorded in
control file.

Second, it initialize the transaction table of the system. It uses transaction information which was execute
d at checkpoint written on checkpoint log to initialize system transaction table.

Restart Redo

All logs, from the first log obtained in the analysis phase for restart recovery to the last log recorded in th
e redo log files, execute restart redo. The transaction table is updated when a transaction is completed or
a new transaction is started during this process.

Restart Undo

After restart redo is completed, it performs the transaction rollback by performing undo all incomplete tra
nsactions remained in the transaction table.
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Recovery Using Backup

If control files, data files and log files are corrupted or does not exist, the recovery should be performed a
fter it is recovered by using the backup file. It is complicated to find the log on which the recovery starts
when performing the recovery by using the backed up control file or the data file.

Analysis for Recovery Using Backup

In analysis phase for the recovery using backup, like as the automatic recovery, it searches for the first log
for recovery and initializes the transaction table. It searches for the oldest LSN among the checkpoint LSN
recorded in all the data file's file header, then selects the minimum value by comparing it with checkpoint
LSN recorded in control file to find the first log for recovery.

The checkpoint LSN recorded in data file header stores the checkpointed LSN of the corresponding data fi
le. Therefore, when using the backup datafile, select the oldest checkpoint LSN, and then select the mini
mum value comparing to the checkpoint LSN in the control file, then the minimum checkpoint LSN for th

e recovery is determined.

Figure 2 Procedure to determine the minimum checkpoint LSN for the recovery

Control file

checkpoint
LSN = 500

Min checkpoint
LSN (100)

MIN (checkpoint LSNs)

checkpoint checkpoint checkpoint checkpoint
LSN = 100 LSN = 200 LSN = 300 LSN =500

\ /

Database - data files

Recovery Using Archive Log Files

The recovery using archive log files uses not only redo log files but also archive log files, when the minimu
m checkpoint LSN defined for the recovery is in an archive log file. The recovery using the backup is execu
ted in a unit of database, tablespace and data file. Database recovery is executed only on MOUNT phase,
and the recovery in tablespace and data file unit is executed on MOUNT phase or OPEN phase.

* Restoring the backup data files
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Restoring data files is executed by using the full backup or the incremental backup. A user directly execut
es the full backup by using operating system's file copy command to restore data. On the other hand, the
incremental backup is executed by using restoring syntax of GOLDILOCKS. The tablespace should be OFF
LINE to restore data files on OPEN phase.

The followings describe how to restore data files using incremental backup.

gSQL> ALTER DATABASE RESTORE;
Database altered.
gSQL> ALTER DATABASE RESTORE TABLESPACE TEST TBS;

Database altered.

* Manual recovery after restoring data files

The followings describe how to execute recovery using the syntax of recovery after restoring data files.

gSQL> ALTER DATABASE RECOVER;
Database altered.
9SQL> ALTER DATABASE RECOVER TABLESPACE TEST_TBS;

Database altered.

Incomplete Recovery

If the restart recovery is not available due to a user mistake during operation, corrupted control files, or ¢
orrupted redo log files and archive log files nor can the recovery restore consistency of database, then exe
cute the incomplete recovery. The incomplete recovery restores data only until the point-in-time.

The followings are when the incomplete recovery is required.

Corrupted Control Files

Control files are multiplexed, so they can be recovered using uncorrupted files if not all of the multiplexed
files are corrupted.

However, if all control files are corrupted, recovery should be executed using the backup control files. In t
his case, the complete recovery is impossible because the log information of the control files can be chan

ged. The recovery restores only until point-in-time.
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Restoring Backup Control File

When control files are corrupted, copy other multiplexed control files to keep control files up-to-date.
However, when all multiplexed control files are corrupted, restore the backup control files, then perform
the recovery. The log information which is changed after the backup can not be recovered when executin
g recovery using the backup data files.

Corrupted Redo Log File

GOLDILOCKS consists redo log files with several log members in a log group to prevent log file corruption.
However, if all log members in a log group are corrupted, it can not be recovered using redo log file. In th
is case, an incomplete recovery should be executed until uncorrupted log file.

Corrupted Archive Log File

In recovery, if archive log file is corrupted, then incomplete recovery should be executed until uncorrupte
d log file. The process is as same as when redo log file is corrupted.

User's Mistake

When a user dropped an important table by mistake, or inserted, updated, deleted wrong data, it should

be recovered back to the point before the mistake.

Incomplete Recovery of GOLDILOCKS Database

GOLDILOCKS supports two types of incomplete recovery. One of the recovery is executed until the point
which an operator specified. The other recovery is executed in log file unit interactively between an opera
tor and system.

The incomplete recovery until a specified point can specify the point-in-time by using a specified log's LSN,
specified time, or a specified SCN.

Incomplete recovery is executed for the entire database only on MOUNT phase. Incomplete recovery in th
e specific tablespace unit is not supported due to the database consistency problem.

* Incomplete recovery until specified LSN

It searches for log which will complete the incomplete recovery, then executes the recovery until the log
‘s LSN.
The following is an example of executing the incomplete recovery until log LSN 1000.

gSQL> ALTER DATABASE RECOVER UNTIL CHANGE 1000;
Database altered;
gSQL> ALTER DATABASE RECOVER UNTIL CHANGE LSN 1000;

Database altered;



Backup and Recovery | 285

* Incomplete recovery until specified SCN

It searches for SCN which will complete the incomplete recovery, then executes the recovery until the log
's SCN.
The following is an example of executing the incomplete recovery until SCN 300.

0SQL> ALTER DATABASE RECOVER UNTIL CHANGE SCN 300;

Database altered;

Note
SCN is not sequentially recorded so even when the incomplete recovery is executed until SCN 300,
it may be recovered beyond SCN 300. The following is an example of the recovery when SCN is re

versed.
Log: --- LSN 90 (SCN 3) -- LSN 91 (SCN 5) -- LSN 92 (SCN 4)

gSQL> ALTER DATABASE RECOVER UNTIL CHANGE SCN 3;
— |t is recovered until LSN 90.

gSQL> ALTER DATABASE RECOVER UNTIL CHANGE SCN 4;
— It is recovered until LSN 92. (It is recovered until LSN 92 in which SCN 4 is.)

gSQL> ALTER DATABASE RECOVER UNTIL CHANGE SCN 5;
— It is recovered until LSN 92. (Both SCN 4, SCN 5 are arbitrarily recovered until SCN5)

* Incomplete recovery until specified time

It searches for the time which will complete the incomplete recovery, then executes the recovery until the
specified time.
The following is an example of executing the incomplete recovery until '2017-05-18 16:10:10.00000".

gSQL> ALTER DATABASE RECOVER UNTIL TIME '2017-05-18 16:10:10.000000"';

Database altered;

e Interactive incomplete recovery

If the log file is corrupted, it executes the recovery until just before the corrupted log file. For that, GOLDI
LOCKS suggests an operator the required log files, and the operator executes the incomplete recovery by
using the GOLDILOCKS' recommended log file or a new log file.
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The following is an example of executing the interactive incomplete recovery of GOLDILOCKS. GOLDILOC
KS suggests log files required for the recovery when executing BEGIN for the incomplete recovery. The op
erator executes the incomplete recovery by using the GOLDILOCKS' recommended log file, or may descri

be the log file for the recovery.

gSQL> ALTER DATABASE BEGIN INCOMPLETE RECOVERY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive log/archive_0.log'
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 139992)
Database altered.

9SQL> ALTER DATABASE RECOVER AUTOMATICALLY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive log/archive_1.log'
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 144143)
Database altered.

gSQL> ALTER DATABASE END INCOMPLETE RECOVERY;

Database altered.

Restarting Database after Incomplete Recovery

After the incomplete recovery is completed, a user can not restart database in a normal way. It is because
the recovered GOLDILOCKS database by the incomplete recovery has nothing to do with the current redo
log files. A user should reset the redo log file to restart database because database is at the previous poin
t, and the current redo log file is about the log after then. Use RESETLOGS option when restarting GOLDI
LOCKS database after the incomplete recovery.

gSQL> ALTER SYSTEM OPEN DATABASE;

ERR-HY0OO(14083): must use RESETLOGS option for database open
gSQL> ALTER SYSTEM OPEN DATABASE RESETLOGS;

System altered.

Cautions for Incomplete Recovery

Incomplete recovery is executed until the specific point to create consistent database, but it is not easy to
find the specific point. All redo log files are reset after the incomplete recovery. Therefore, all the control
files, data files, redo log files in database should be backed up offline before the incomplete recovery. Th
en the incomplete recovery should be executed several times to find the correct point.

Archive log files are needed during the incomplete recovery. However, the newly recovered database is di
fferent from the previous database, so drop the archive redo log file created by the previous database.
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Recovery Examples

Corrupted Control File

GOLDILOCKS database control files store the important information about the physical structure of datab
ase and the database consistency. If it is corrupted or dropped by mistake, the database can not be opera
ted.

GOLDILOCKS database multiplexes at least 2 up to 8 control files. If there is at least one valid control file,
the remaining control files are restored, then the database can be restarted.

When a valid multiplexed control file exists

If the multiplexed control file '/goldilocks_data/wal/control_1.ctl'is corrupted, restarting database fails as

follows.

gsSQL> \STARTUP
ERR-HYOOO(14097): control file is corrupted - '/goldilocks data/wal/control 1.ctl'

Copy the valid control file '/goldilocks_data/wal/control_0.ctl' to '/goldilocks_data/wal/control_1.ctl’, and
drop the shared memory which failed to restart. Then restart the database.

$ cp /goldilocks_data/wal/control 0.ctl /goldilocks_data/wal/control 1.ctl
gSQL> \SHUTDOWN

Shutdown success

gSQL> \STARTUP

Startup success

When all multiplexed control files are corrupted

If all multiplexed control files are corrupted, a user can restart the database using backup control files afte
r incomplete recovery. The database's physical structure can be changed after backing up control files. Th
erefore, the incomplete recovery should be executed when restoring control files using backup control fil
es. Archive log files and redo log files still exist even after incomplete recovery. Therefore, an administrato
r executes GOLDILOCKS interactive incomplete recovery to manually restore until 'CURRENT' state redo lo
g file.

The backup control file can be copied to multiplexed control files by operating system's file copy feature,
or they can be restored by GOLDILOCKS database's recovery feature as follows. The control file recovery ¢
an be executed only in NOMOUNT phase of GOLDILOCKS multilevel startup.

9SQL> \STARTUP NOMOUNT

Startup success

gSQL> ALTER DATABASE RESTORE CONTROLFILE FROM '/goldilocks_data/backup/backup.ctl’;
Database altered.
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After restoring the backup control files, execute the incomplete recovery in MOUNT phase as follows.

gSQL> ALTER SYSTEM MOUNT DATABASE;

System altered.

gSQL> ALTER DATABASE BEGIN INCOMPLETE RECOVERY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_0.log'
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 137499)
Database altered.

gSQL> ALTER DATABASE RECOVER AUTOMATICALLY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_1.log"
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 137667)
Database altered.

gSQL> ALTER DATABASE RECOVER '/goldilocks/wal/redo_1_0.log";

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_2.log"
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 137672)
Database altered.

gSQL> ALTER DATABASE END INCOMPLETE RECOVERY;

Database altered.

gSQL> ALTER SYSTEM OPEN DATABASE RESETLOGS;

System altered.

Corrupted Data File

If a data file is corrupted or dropped, the complete recovery is executed by using the backup data files. Th
e full backup restores the data files by copying the backup files, and the incremental backup restores the
data files by using the GOLDILOCKS' restoring syntax.

The restoration and recovery of data files are executed in database unit or in tablespace unit. It can also b
e executed in the tablespace unit of the corresponding data file. The recovery in tablespace unit can be ex
ecuted in MOUNT phase or OPEN phase. The tablespace should be in OFFLINE state to restore and recove
r data files on OPEN phase.

* Recovering the corrupted data files using full backup in MOUNT phase

Execute the complete recovery after copying the backup data file /goldilocks/backup/test.dbf to /goldiloc
ks/db/test.dbf.

$ cp /goldilocks/backup/test.dbf /goldilocks/db/test.dbf
gSQL> \STARTUP MOUNT

System altered.

gSQL> ALTER DATABASE RECOVER;

Database altered.

gSQL> ALTER SYSTEM OPEN DATABASE;
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System altered.
* Recovering the corrupted data files using full backup in OPEN phase

9SQL> SELECT IS_ONLINE FROM V$TABLESPACE WHERE TBS_NAME = 'TEST_TBS';
IS_ONLINE

FALSE

1 row selected.

$ cp /goldilocks/backup/test.dbf /goldilocks/db/test.dbf
gSQL> ALTER DATABASE RECOVER TABLESPACE TEST_TBS;
Database altered.

gSQL> ALTER TABLESPACE TEST_TBS ONLINE;

Tablespace altered.
* Recovering the corrupted data files using incremental backup in MOUNT phase

gSQL> \STARTUP MOUNT

System altered.

gSQL> ALTER DATABASE RESTORE;
Database altered.

9SQL> ALTER SYSTEM OPEN DATABASE;
System altered.

* Recovering the corrupted data files using incremental backup in OPEN phase

9SQL> SELECT IS_ONLINE FROM V$TABLESPACE WHERE TBS_NAME = 'TEST_TBS';
IS_ONLINE

FALSE

1 row selected.

gSQL> ALTER DATABASE RESTORE TABLESPACE TEST_TBS;
Database altered.

gSQL> ALTER TABLESPACE TEST_TBS ONLINE;

Tablespace altered.

User's Mistake (Table Dropping or Wrong Insert/drop/update)

GOLDILOCKS database supports DDL rollback of table and index if the table TEST is dropped by mistake.
Namely, a user can rollback to cancel the table dropping instead of committing as follows even if a user d

ropped the table.
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gSQL> DROP TABLE TEST;
Table dropped.

9SQL> ROLLBACK;
Rollback complete.
gSQL> \DESC TEST

COLUMN_NAME TYPE IS_NULLABLE
I NUMBER(10,0) TRUE
12 CHARACTER(10) TRUE

gSQL> DROP TABLE TEST;

Table dropped.

gSQL> COMMIT;

Commit complete.

9SQL> \DESC TEST

ERR-42000(16040): table or view does not exist :
SELECT *»  FROM TEST WHERE 1 = 0@

*

ERROR at line 1:

If table dropping is committed it can not be rolled back. Therefore, execute GOLDILOCKS incomplete rec
overy to recover until the specific point of the database using backup. Then, the data is recovered until th
e time before the table dropping. Restart the database after that.

The backup file at the point before the table dropping is used to restore the table in incomplete media re
covery. The correct point can be found, as described above, by repeating the recovery several times to fin
d the time of table dropped. At that time, the gdump tool is used to dump the log file and analyze it.

Assuming LSN is 1000 at the time after table dropping, the incomplete recovery is executed as follows.

9SQL> \STARTUP MOUNT

System altered.

gSQL> ALTER DATABASE RECOVER UNTIL CHANGE 1000;
Database altered.

gSQL> ALTER SYSTEM OPEN DATABASE RESETLOGS;
System altered

gSQL> \DESC TEST

COLUMN_NAME TYPE IS_NULLABLE

I NUMBER(10,0) TRUE
12 CHARACTER(10) TRUE
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Corrupted Log Files (Archive File, Redo Log File)
» Corrupted archive log file during recovery

Assume that the data files are corrupted and a user are executing recovery using the backup data files. Al
so, assume that the specific archive log file is corrupted during the recovery so that the recovery can not b
e completed.

For example, there are archive log files such as 'archive_0.log", 'archive_1.log', 'archive_2.log', 'archive_3
Jlog'. An 'archive_3.log" is corrupted, and the recovery can not be executed. In this case, incomplete reco
very is executed until 'archive_2.log', and the database is restarted.

gSQL> \STARTUP MOUNT

System altered

gSQL> ALTER DATABASE BEGIN INCOMPLETE RECOVERY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_0.log'
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 139992)
Database altered.

gSQL> ALTER DATABASE RECOVER AUTOMATICALLY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_3.log’
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 194143)
Database altered.

gSQL> ALTER DATABASE END INCOMPLETE RECOVERY;

Database altered.

gSQL> ALTER SYSTEM OPEN DATABASE RESETLOGS;

System altered

* Corrupted redo log file

Assume that a failure occurs when operating database so the CURRENT log group in which logs are flush
ed is corrupted.

For example, when an abnormal termination occurs in the state of the following log groups, the manual r
ecovery is executed and completes the incomplete recovery. It is because the log group 3, O is not archive
d yet.

Table 7-5 Log group state

Log group Log group state Log file sequence no. Prev last LSN
Log group O ACTIVE 8 80000
Log group 1 CURRENT 9 90000
Log group 2 INACTIVE 6 60000
Log group 3 ACTIVE 7 70000
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gSQL> \STARTUP MOUNT

System altered

gSQL> ALTER DATABASE BEGIN INCOMPLETE RECOVERY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_0.log'
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 1000)
Database altered.

gSQL> ALTER DATABASE RECOVER AUTOMATICALLY;

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_7.log"
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 70001)
Database altered.

9SQL> ALTER DATABASE RECOVER '/goldilocks/wal/redo_3_0.log';

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_8.log"
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 80001)
Database altered.

9SQL> ALTER DATABASE RECOVER '/goldilocks/wal/redo_0_0.log';

ERR-01000(14104): Warning: suggestion '/goldilocks/archive_log/archive_9.log'
ERR-01000(14103): Warning: media recovery needs a logfile including log (Lsn 90001)
Database altered.

gSQL> ALTER DATABASE END INCOMPLETE RECOVERY;

Database altered.

gSQL> ALTER SYSTEM OPEN DATABASE RESETLOGS;

System altered

More Recent Datafile Than Log

All tablespaces created in GOLDILOCKS database consists of pages, and each page set the log LSN which
was recorded by a transaction having updated that page last is set as the page LSN. Therefore, all page LS
Ns in the datafile have the same or smaller value than the LSN of the latest log recorded in the redo log fil
e of the log group.

When restartig the database, if a specific page's LSN of the data file has a bigger value than the latest log'
s LSN, then it corrupts the database consistency and the normal service is not available. GOLDILOCKS dat
abase checks the data file and log when restarting so that this abnormal situation does not happen.

If any page whose LSN has bigger value than the latest log's LSN is in the data file, then restarting the dat
abase fails as follows.

gSQL> \STARTUP
ERR-HY0OO(14114): exist inconsistent datafiles; need to restore more older backup datafiles or

more recent redo logfiles

To solve this problem, restore the backup data file consisting of LSNs smaller than the latest log LSN. Or, r
estart the database after restoring the log file on which the LSN log bigger than the data file is recorded.
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Check the trace file to find the data file to restore.

For example, if the following messages are output on the trace file when restarting fails, then the page w
hose LSN is '126787"' in '/data/db/system_dic.dbf' data file, and this value is bigger than the latest log LS
N of the log file '126652". Therefore, for the restart, restore the previous backup data file, or restore the |
og file on which the log LSN same or bigger than '126787" is recorded. Also, if several pages of the data f
ile has a LSN value bigger than the log file LSN, then restore the log file bigger than the maximum value a
mong them to restart and provide the service.

[2016-01-15 12:41:14.045679 THREAD(10581,139799401453312)] [INFORMATION]

[STARTUP_SM] the max page lsn '126787' of datafile '/data/db/system_dict.dbf' is more recent
than the latest redo log lsn '126652'.

[2016-01-15 12:41:14.045705 THREAD(10581,139799401453312)] [INFORMATION]

[STARTUP_SM] the max page lsn '126830' of datafile '/data/db/system_undo.dbf' is more recent
than the latest redo log lsn '126652".

[2016-01-15 12:41:14.045729 THREAD(10581,139799401453312)] [INFORMATION]

[STARTUP_SM] the max page lsn '126829' of datafile '/data/db/test_log.dbf' is more recent than
the latest redo log lsn '126652".

in doubt Transaction Recovery in Cluster Environment

The transactions in the cluster environment are divided into global transaction, domain transaction and lo
cal transaction. The global transaction is performed in two or more cluster groups, the domain transactio
n is performed in a single cluster group and the local transaction is performed in a single cluter member.

The local transaction uses only the local member's log when performing the recovery. The domain transa
ction uses the local member's log when performing the recovery, and performs the rollback when an abn
ormal termination occurs without completing the transaction, and performs the synchronization with a gr
oup member through the rebalance if needed.

The global transaction uses 2 phase commit protocol to commit. 2 phase commit is performed as follows
for GOLDILOCKS global transaction.

*« PREPARE phase

It transfers PREPARE messages from the driver member to all members, and waits for the respon
d message.

o It moves on to COMMIT phase when it receives the respond message of PREPARE from all memb
ers, or it rolls back when at least one member fails or does not respond.

e COMMIT phase

It transfers COMMIT messages from the driver member to all members, and waits for the respon
d message.

It commits even when a member fails.
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If a member is abnormally terminated without recording the commit log on COMMIT phase, it should obt
ain the state information from other members when restarting. It is because it is unable to know if the gl
obal transaction in 'PREPARE' state was committed or rolled back, when restarting.

For that, GOLDILOCKS records the committed global transaction information in transaction record form i
n MEM_TRANS_TBS. Also, when recording a new record in that record, the previous record is recorded in
commit.log if needed. Later, the abnormally terminated member performs the restart recovery or the ma
nual recovery by using the log. It performs the recovery by obtaining the transaction COMMIT/ROLLBACK
information from members in service when in doubt transaction in 'PREPARE' state is remained.
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8.1 Overview

This chapter describes CYCLONE and LOGMIRROR.

GOLDILOCKS supports two types of replication, and they are CYCLONE and LOGMIRROR. CYCLONE repli
cates transactions using CDC, and LOGMIRROR replicates redo log files in the source database.

Table 8-1 Replication tool

Tool Replication target Description
) It uses CDC method, and replicates the transaction reflected in mast
CYCLONE Transaction .
er, then reflect it to slave.
LOGMIRROR Redo log file It identically replicates redo file in master database to slave.
e CYCLONE

It uses Change Data Capture (CDC) method to analyze and treat redo log files of the source data
base, then applies them to a remote database.

It supports only asynchronous (async) method because it analyzes contents stored in database's r
edo log file.

e LOGMIRROR
It replicates redo log files stored in the source database to a remote database.
It is used to avoid the data loss of CYCLONE which is executed in async method.
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8.2 Operating Method

CYCLONE

For more information about general operating method and option, refer to CYCLONE.

Adding and Deleting Nodes

CYCLONE is performed in a group unit, and it is as same as the replication nodes. Add a group when add
ing nodes, drop a group when deleting nodes.

Examples of Adding Nodes

» Record the group 2 to be added in master configuration file.
Set a unigue port per each group.
The default master configuration file is $GOLDILOCKS_DATA/conf/cyclone.master.conf.

The following is an example of group 1 node in operation.

GROUP_NAME = Group!

{
PORT = 21102
CAPTURE_TABLE =
(
testTable1,
testTable2
)
}

The following is an example of group 2 node to be added.

GROUP_NAME = Group2
{
PORT = 21103
CAPTURE_TABLE =
(
testTable5,
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testTable6

¢ Record the group 2 to be added in slave configuration file.
o The port of group 2 should be as same as the port added to the existing master.
o The default slave configuration file is $GOLDILOCKS_DATA/conf/cyclone.slave.conf.

o The following is an example of group 1 node in operation.

GROUP_NAME = Group

{
PORT = 21102
APPLY_TABLE =
(
testTablel To testTable3,
testTable2 To testTable4
)
}

o The following is an example of group 2 node to be added.

GROUP_NAME = Group2

{
PORT = 21103
APPLY_TABLE =
(
testTable5 To testTable7,
testTableb To testTable8
)
}

e Execute and check the added group 2 node in the master device as follows.

prompt) cyclone ——master --start -—group Group2
[GROUP2] Startup done as Master.

prompt> cyclone —-master --status

| CYCLONE STATUS - MASTER |
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GROUP1 Running. ..
GROUP2 Running. ..

* Execute and check the added group 2 node in the slave device as follows.

prompt) cyclone —-slave --start --group Group2
[GROUP2] Startup done as Slave.

prompt> cyclone --slave --status

CYCLONE STATUS - SLAVE

GROUP1 Running...
GROUP2 Running...

Examples of Deleting Nodes

e Terminate the group 2 node to be deleted in the slave device as follows.

prompt) cyclone --slave --stop —-group Group2
stop done,

prompt)> cyclone --slave --status

CYCLONE STATUS - SLAVE

GROUP1 Running...

* Terminate the group 2 node to be deleted in the master device as follows.

prompt) cyclone ——master --stop ——group Group2
stop done.

prompt) cyclone ——master --status

CYCLONE STATUS - MASTER

GROUP1 Running. ..

» Drop the group 2 node to be deleted from the master configuration file.
o The default master configuration file is $GOLDILOCKS_DATA/conf/cyclone.master.conf.
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o The following is an example of group 1 node in operation.

GROUP_NAME = Group1
{
PORT = 21102
CAPTURE_TABLE =
(
testTablel,
testTable2

o The following is an example of deleting group 2 node.

——

* Drop the group 2 node to be deleted from the slave configuration file as follows.
The default slave configuration file is $GOLDILOCKS_DATA/conf/cyclone.slave.conf.

The following is an example of group 1 node in operation.

GROUP_NAME = Group1
{
PORT = 21102
APPLY_TABLE =
(
testTablel To testTable3,
testTable2 To testTabled
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o The following is an example of deleting group 2 node.

Initializing Replication

Initializing replication is executed when existing replication nodes or a group's table gives up execution d
ue to DDL operation. A specific node or entire node can be initialized.

The initializing replication is performed by restarting replication being operated in slave using --reset opti
on.
On the other hand, master does not require any operation.

Examples of Initializing Replication on a Specific Node
* Terminate the group 2 node to be initialized in the slave device as follows.

prompt) cyclone --slave --stop —-group Group2
stop done.

prompt)> cyclone --slave --status

CYCLONE STATUS - SLAVE

GROUP1 Running...

¢ Restart group 2 node in slave device using --reset option.
o Master device does not require any operation.
o Replication restarts from the current point.

prompt) cyclone --slave --start --reset —--group Group2
[GROUP2] Startup done as Slave.

prompt) cyclone —-slave --status
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CYCLONE STATUS - SLAVE

GROUP1 Running. ..
GROUP2 Running. ..

Examples of Initializing Replication of All Nodes

* Terminate all CYCLONE in operation in the slave device as follows.

prompt> cyclone --stop —--slave

Restart CYCLONE in slave device using --reset option.
Master device does not require any operation.
Replication starts from the current point.

prompt)> cyclone --slave --start —-reset
[GROUP1] Startup done as Slave.
[GROUP2] Startup done as Slave.

prompt) cyclone —-slave --status

CYCLONE STATUS - SLAVE

GROUP1 Running. ..
GROUP2 Running. ..

LOGMIRROR

For more information about general operation method and options, refer to LOGMIRROR.

Retrieving LOGMIRROR State

GOLDILOCKS includes the response waiting procedure of LOGMIRROR when GOLDILOCKS interworks wi
th LOGMIRROR. If LOGMIRROR is waiting for response, GOLDILOCKS is also waiting in a blocked state. T
his state can be retrieved in v§system_stat.

gSQL> SELECT * FROM V$SYSTEM_STAT WHERE STAT_NAME='LOG_MIRROR_SYNC_STATE';
STAT_NAME STAT_VALUE COMMENTS
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LOG_MIRROR_SYNC_STATE ® logmirror sync state( © : sync, 1 : blocked )

1 row selected.

If STAT_VALUE is 0, it is not a standby state but an ordinary state. If STAT_VALUE is 1, it is a blocked state
waiting for a response. To restart GOLDILOCKS service while LOGMIRROR is waiting for a response, LOG
MIRROR service can be stopped by modifying LOG_MIRROR_TIMEQUT as follows.

gSQL> ALTER SYSTEM SET LOG_MIRROR_TIMEOUT = 20;
System altered.

Initializing Replication

Initializing replication of LOGMIRROR should be done manually. This is to prevent data dropping or the u

nrecoverable situation driven by the user's incorrect option usage.

Note
Control files and redo log files are stored in LOGMIRROR slave. The required information for the o

peration is stored and updated in the control files.

Examples of Initializing Replication

* Terminate LOGMIRROR in operation in the slave device as follows.

prompt)> logmirror --slave --stop

stop done.

* Terminate LOGMIRROR in operation in the master device as follows.

prompty logmirror --master —--stop

stop done.

» Drop the replicated control files and redo log files from the slave device.
For more information about the path, refer to 'LOG_PATH' option described in the slave configur

ation file.
o The default LOGMIRROR slave configuration file is $GOLDILOCKS_DATA/conf/logmirror.slave.co

nf.
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8.3 Trace Log

The followings are detailed information about the trace log.

Table 8-2 Trace log

Name Category File name
Master cyclone_master_GROUP_NAME .trc
CYCLONE
Slave cyclone_slave_ GROUP_NAME .trc
Master LogMirror_master.trc
LOGMIRROR
Slave LogMirror_slave.trc

Troubleshooting of CYCLONE

The followings are error messages and troubleshooting of CYCLONE.

Table 8-3 Troubleshooting of CYCLONE

Error message Solution
Service is not available Ensure that GOLDILOCKS is normally running.
table does not exist Check the table name described in the configuration file.
schema does not exist Check the schema name described in the configuration file.

previously added. Maybe duplicate ) . . . . . .
Check if a table is duplicated in the configuration file.

d
table must have a primary key Ensure that a table in the configuration file has the primary key.
internal error occurred. Check the error details.

table must set supplemental log Ensure that supplemental logging is executed in GOLDILOCKS.
group XXX is already running Check if the corresponding group is already running.

GOLDILOCKS_DATA system enviro . . .
L Ensure that GOLDILOCKS_DATA environment variable is set.
nment is invalid

log file reused or invalid. restart cyc | This error occurs when the redo log file is reused or archived redo log file doe
lone with '--reset’ option s not exist. In this case, initialize CYCLONE and restart it.
This error occurs when analyzing an abnormal redo log file.

fail to analyze flow ;
Ensure that the release version between master and slave are same.

Communication link failure Check the network state. Restart CYCLONE.
Master disconnect abnormally Check the network state. Restart CYCLONE.
Protocol error occurred Check the error details.

Already slave connected Check if the slave is already running.

) Check the specified group name at the startup/termination. The group name
Invalid group name ) . . . .
should be same as described in the configuration file.



Error message

Invalid capture information
Redo log file read timeout
Invalid archive log file

Fail to write file

Invalid Meta File

Redo log file does not exist
[APPLIER-INSERT] XXX
[APPLIER-DELETE] XXX
[APPLIER-UPDATE] XXX
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Solution
This error occurs when the existing operating information is abnormal. In this
case, initialize CYCLONE and restart it.
Ensure that the archived redo log files normally exist.

The archived redo log file is not normal. In this case, initialize CYCLONE and r
estart it.

Check the available space in the disk, and restart CYCLONE.

This error occurs when the meta files which are managed by CYCLONE are co
rrupted. In this case, initialize CYCLONE and restart it.

Ensure that GOLDILOCKS which is operated as master is normally running.
INSERT is failed due to XXX.

DELETE is failed due to XXX.

UPDATE is failed due to XXX.

Troubleshooting of LOGMIRROR

The followings are error messages and troubleshooting of LOGMIRROR.

Table 8-4 Troubleshooting of LOGMIRROR

Error message

Service is not available
Invalid Protocol value

file does not exist

invalid Control file
Communication link failure

GOLDILOCKS_DATA system en
vironment is invalid

There is no Shared Memory Are
a for LogMirror

Master disconnect abnormally
Invalid Log File

Connection Information does n
ot exist

Archive Log File does not exist

Solution
Ensure that GOLDILOCKS is normally running.
Check the error details.
Ensure that the corresponding file normally exists.
The control file is corrupted. Initialize and restart LOGMIRROR.
Check the network state. Restart LOGMIRROR.

Ensure that GOLDILOCKS_DATA environment variable is set.

Ensure that LOG_MIRROR_MODE property is normally set to 'enabled' in properti
es of GOLDILOCKS which is operated as master.

Check the network state. Restart LOGMIRROR.

Ensure that the corresponding file normally exists.
Ensure that GOLDILOCKS connecting information in configuration files is normal.

Ensure that ARCHIVELOG_MODE in GOLDILOCKS which is operated as master is
normally set.
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9.1 DICTIONARY_SCHEMA

DICTIONARY_SCHEMA contains views or tables to get SQL objects and their information in the system.

Note
The views and tables in DICTIONARY_SCHEMA can be retrieved from the open phase.

Execute DictionarySchema.sql as follows to use the views.
¢ For standalone

% gsql sys gliese —-—as sysdba ——import $GOLDILOCKS_HOME/admin/standalone/DictionarySchema.sql

» For cluster
% gsql sys gliese --as sysdba ——import $GOLDILOCKS_HOME/admin/cluster/DictionarySchema.sql

Information is retrieved as follows according to the names of views or tables.

o ALL-family view
The view name begins with ALL_
Information about accessible objects by a current user
* DBA-family view
The view name begins with DBA _
o Information about all objects whose current user has DBA privileges (ACCESS CONTROL ON DAT
ABASE).
e USER-family view
The view name begins with USER_
Information about objects which are owned by the current user
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Views of ALL_family

It retrieves information about objects accessible by a current user.

ALL_ALL_TABLES

ALL_ALL_TABLES describes the object tables and relational tables accessible to the current user.

Table 9-1 Column information
Column name Data type Description
OWNER VARCHAR(128) | Owner of the table
TABLE_SCHEMA | VARCHAR(128) | Schema of the table
TABLE_NAME VARCHAR(128) | Name of the table
TABLESPACE_NA o
ME VARCHAR(128) | Name of the tablespace containing the table
e reserved

CLUSTER_NAME | VARCHAR(128)

Name of the cluster

e reserved

IOT_NAME VARCHAR(128)

Name of the index-organized table

If a previous DROP TABLE operation failed, indicates whether the table is un
STATUS VARCHAR(32) ]

usable (UNUSABLE) or valid (VALID)
PCT_FREE NUMBER Minimum percentage of free space in a block
PCT_USED NUMBER Minimum percentage of used space in a block
INI_TRANS NUMBER Initial number of transactions
MAX_TRANS NUMBER Maximum number of transactions
INITIAL_EXTENT ' NUMBER Size of the initial extent (in bytes)
NEXT_EXTENT NUMBER Size of secondary extents (in bytes)

MIN_EXTENTS NUMBER Minimum number of extents allowed in the segment
MAX_EXTENTS NUMBER Maximum number of extents allowed in the segment
e reserved

PCT_INCREASE NUMBER
Percentage increase in extent size
e reserved
FREELISTS NUMBER _
Number of process freelists allocated to the segment
FREELIST_GROU e reserved
NUMBER
PS Number of freelist groups allocated to the segment
LOGGING VARCHAR(3) Indicates whether or not changes to the table are logged
e reserved
BACKED_UP VARCHAR(1) Indicates whether the table has been backed up since the last modification
(Y) or not (N)
NUM_ROWS NUMBER Number of rows in the table
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Column name

BLOCKS

EMPTY_BLOCKS

AVG_SPACE

CHAIN_CNT

AVG_ROW_LEN

AVG_SPACE_FRE
ELIST_BLOCKS

NUM_FREELIST_
BLOCKS

DEGREE

INSTANCES

CACHE

TABLE_LOCK

SAMPLE_SIZE

LAST_ANALYZED

PARTITIONED

IOT_TYPE

OBJECT_ID_TYPE

TABLE_TYPE_O
WNER

TABLE_TYPE

Data type
NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

VARCHAR(32)

VARCHAR(32)

VARCHAR(1)

VARCHAR(32)

NUMBER

TIMESTAMP(6)
WITHOUT TIME Z
ONE

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(128)

VARCHAR(128)

Description

Number of used blocks in the table
* reserved
Number of empty (never used) blocks in the table
* reserved
Average available free space in the table
* reserved
Number of rows in the table that are chained from one data block to anoth
er or that have migrated to a new block, requiring a link to preserve the old
rowid
* reserved
Average row length, including row overhead
* reserved
Average freespace of all blocks on a freelist
* reserved
Number of blocks on the freelist
* reserved
Number of threads per instance for scanning the table, or DEFAULT
e reserved
Number of instances across which the table is to be scanned, or DEFAULT
* reserved
Indicates whether the table is to be cached in the buffer cache (Y) or not (N
)
Indicates whether table locking is enabled (ENABLED) or disabled (DISABLE
D)

Sample size used in analyzing the table

Date on which the table was most recently analyzed

* reserved
Indicates whether the table is partitioned (YES) or not (NO)
* reserved
If the table is an index-organized table, then IOT_TYPE is IOT, IOT_OVERFLO
W, or IOT_MAPPING.
e reserved
Indicates whether the object ID (OID) is USER-DEFINED or SYSTEM GENERA
TED
* reserved
If an object table, owner of the type from which the table is created
* reserved
If an object table, type of the table

e reserved



Column name

TEMPORARY

SECONDARY

NESTED

BUFFER_POOL

FLASH_CACHE

CELL_FLASH_CA
CHE

ROW_MOVEME
NT

GLOBAL_STATS

USER_STATS

DURATION

SKIP_CORRUPT

MONITORING

CLUSTER_OWNE
R

DEPENDENCIES

COMPRESSION

COMPRESS_FOR

DROPPED

Data type
VARCHAR(1)

VARCHAR(1)

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)

VARCHAR(128)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)
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Description

Indicates whether the table is temporary (Y) or not (N)
* reserved
Indicates whether the table is a secondary object created by cartridge
* reserved
Indicates whether the table is a nested table (YES) or not (NO)
* reserved
Buffer pool to be used for table blocks
* reserved

Database Smart Flash Cache hint to be used for table blocks
Cell flash cache hint to be used for table blocks

* reserved
If a partitioned table, indicates whether row movement is enabled (ENABLE
D) or disabled (DISABLED)

* reserved

For partitioned tables, indicates whether statistics for the table as a whole
(global statistics) are accurate (YES)

* reserved
Indicates whether statistics were entered directly by the user (YES) or not (N
0)

* reserved
Indicates the duration of a temporary table

e reserved

Indicates whether Database ignores blocks marked corrupt during table and
index scans (ENABLED) or raises an error (DISABLED)

* reserved
Indicates whether the table has the MONITORING attribute set (YES) or not
(NO)

* reserved
Owner of the cluster, if any

* reserved

Indicates whether row-level dependency tracking is enabled (ENABLED) or d
isabled (DISABLED)

* reserved
Indicates whether table compression is enabled (ENABLED) or not (DISABLE
D)

* reserved
Default compression for what kind of operations

* reserved

Indicates whether the table has been dropped and is in the recycle bin (YES)
or not (NO)
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Column name Data type

READ_ONLY VARCHAR(3)

SEGMENT_CREA

VARCHAR(3)
TED

Description

Indicates whether the table IS READ-ONLY (YES) or not (NO)

Indicates whether the table segment has been created (YES) or not (NO)



ALL_ARGUMENTS
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ALL_ARGUMENTS lists all arguments of functions, procedures.

Table 9-2 Column information

Column name

OWNER
SCHEMA_NAME
OBJECT_NAME
PACKAGE_NAME
OBJECT_ID
SUBPROGRAM_ID
ARGUMENT_NAME
POSITION
SEQUENCE
DATA_LEVEL
DATA_TYPE
DEFAULTED
DEFAULT_VALUE
DEFAULT_LENGTH
IN_OUT
DATA_LENGTH
DATA_PRECISION
DATA_SCALE
RADIX
CHARACTER_SET_NAME
TYPE_OWNER
TYPE_NAME
TYPE_SUBNAME
TYPE_LINK
PLS_TYPE
CHAR_LENGTH
CHAR_USED
ORIGIN_CONL_ID

Data type

VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
NUMBER
NUMBER
VARCHAR(128)
NUMBER
NUMBER
NUMBER
VARCHAR(128)
VARCHAR(1)
VARCHAR(1)
VARCHAR(1)
VARCHAR(32)
NUMBER
NUMBER
NUMBER
NUMBER
VARCHAR(128
VARCHAR(128

(
(
VARCHAR(128
(
(
(

)
)
)
)

VARCHAR(128
VARCHAR(128
VARCHAR(128
NUMBER
VARCHAR(1)
VARCHAR(256)

)
)
)
)
)
)

Description
Owner of function, procedures or package
Schema Name of function, procedures or package
Name of function, procedures
Package Name of function, procedures
ID of a function, procedures

ID of procedures in package

Name of argument or attribute name of record type argument

Position of argument or position of attribute in record type
Sequential order of argument and its attributes

Nesting depth of the argument for composite types

Data type of the argument

Whether or not the argument is defaulted

Reserved for future use

Reserved for future use

Direction of the argument (IN, OUT, IN/OUT)

Length of the column(in bytes)

Length in decimal digits(NUMBER) or binary digits(FLOAT)
Digits to the right of the decimal point in a number
Argument radix for a number

Character set name for the argument

Owner of the type of the argument

Name of the type of the argument

Name of the type of the argument declared in package

Name of the type of the argument declared in a remote package

Name of the type of the argument at PSM

Character limit for string datatypes

Whether the byte limit(B) or char limit(C) is official for the string

ID of the container where the data originates
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ALL_CATALOG

ALL _CATALOG displays the tables, views, synonyms, and sequences accessible to the current user.

Table 9-3 Column information

Column name Data type
OWNER VARCHAR(128)
TABLE_SCHEMA VARCHAR(128)
TABLE_NAME VARCHAR(128)
TABLE_TYPE VARCHAR(32)

Description
Owner of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
Schema of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
Name of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
Type of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED



ALL_CLUSTER_TABLES

ALL_CLUSTER_TABLES describes all cluster tables accessible to the current user in the cluster system.

Note

It is available only on a cluster.

Table 9-4 Column information

Column name

OWNER
TABLE_SCHEMA
TABLE_NAME

SHARD_STRATEGY

SHARD_PLACEMENT

SHARD_COUNT

SHARD_KEY_COUNT

HAS_GSI

DROPPED

Data type

VARCHAR(128)
VARCHAR(128)
VARCHAR(128)

VARCHAR(32)

VARCHAR(32)

NUMBER

NUMBER

VARCHAR(3)

VARCHAR(3)
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Description
Owner of the table
Schema of the table
Name of the table
Sharding strategy of the table:
the value in (CLONED, HASH SHARDING, RANGE SHARDING, LIST S
HARDING)
Shard placement of the table:
the value in (AT CLUSTER WIDE or AT CLUSTER GROUP)
Shard count of the table (if cloned table, the value is null)
Shard key column count of the table (if cloned table, the value is nul
1)
Indicate whether the table has global secondary index: (YES) or (NO
)
Indicates whether the table has been dropped and is in the recycle b
in (YES) or not (NO)
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ALL_COL_COMMENTS

ALL_COL_COMMENTS displays comments on the columns of the tables and views accessible to the curre
nt user.

Table 9-5 Column information

Column name Data type Description
OWNER VARCHAR(128
TABLE_SCHEMA VARCHAR(128

( Owner of the object
(
TABLE_NAME VARCHAR(128
(
(

)
) Schema of the object
) Name of the object

COLUMN_NAME VARCHAR(128)
COMMENTS VARCHAR(1024) Comment on the column

Name of the column
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ALL_COL_PRIVS

ALL_COL_PRIVS describes the object grants, for which the current user is the object owner, grantor, or gr
antee, or for which an enabled role or PUBLIC is the grantee.

Table 9-6 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
OWNER VARCHAR(128) Owner of the object
TABLE_SCHEMA VARCHAR(128) Schema of the object
TABLE_NAME VARCHAR(128) Name of the object
COLUMN_NAME VARCHAR(128) Name of the column
PRIVILEGE VARCHAR(32) Privilege on the column
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_COL_PRIVS_MADE

ALL_COL_PRIVS_MADE describes the column object grants for which the current user is the object owne
r or grantor.

Table 9-7 Column information

Column name

Data type

Description

GRANTEE VARCHAR(128) Name of the user or role to whom access was granted

OWNER VARCHAR(128) Owner of the object

TABLE_SCHEMA VARCHAR(128) Schema of the object

TABLE_NAME VARCHAR(128) Name of the object

COLUMN_NAME VARCHAR(128) Name of the column

GRANTOR VARCHAR(128) Name of the user who performed the grant

PRIVILEGE VARCHAR(32) Privilege on the column

GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_COL_PRIVS_RECD

ALL_COL_PRIVS_RECD describes the column object grants, for which the current user is the grantee, or f
or which an enabled role or PUBLIC is the grantee.

Table 9-8 Column information

Column name

Data type

Description

GRANTEE VARCHAR(128) Name of the user or role to whom access was granted

OWNER VARCHAR(128) Owner of the object

TABLE_SCHEMA VARCHAR(128) Schema of the object

TABLE_NAME VARCHAR(128) Name of the object

COLUMN_NAME VARCHAR(128) Name of the column

GRANTOR VARCHAR(128) Name of the user who performed the grant

PRIVILEGE VARCHAR(32) Privilege on the column

GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_CONSTRAINTS

ALL_CONSTRAINTS describes constraint definitions on tables accessible to the current user.

Table 9-9 Column information

Column name Data type Description

OWNER VARCHAR(128) Owner of the constraint definition

CONSTRAINT_S . -
VARCHAR(128) Schema of the constraint definition

CHEMA

CONSTRAINT_N . o

AME VARCHAR(128) Name of the constraint definition

CONSTRAINT_T Type of the constraint definition: the value in ( C: check constraint, P: Pri
VARCHAR(1) . L .

YPE mary key, U: Unigue Key, R: Referential intgrity )

TABLE_OWNER | VARCHAR(128) Owner of the table (or view) associated with the constraint definition

TABLE_SCHEMA ' VARCHAR(128) Schema of the table (or view) associated with the constraint definition

TABLE_NAME VARCHAR(128) Name of the table (or view) associated with the constraint definition

SEARCH_CONDI
TION

LONG VARCHAR

Text of search condition for a check constraint

R_OWNER VARCHAR(128) Owner of the unique constraint definition for the referenced table
R_SCHEMA VARCHAR(128) Schema of the unique constraint definition for the referenced table
R_CONSTRAINT_ . . L
NAME VARCHAR(128) Name of the unique constraint definition for the referenced table

Delete rule for a referential constraint: the value in ( NO ACTION, RESTRI
DELETE_RULE VARCHAR(32)

CT, CASCADE, SET NULL, SET DEFAULT)

Update rule for a referential constraint: the value in ( NO ACTION, REST
UPDATE_RULE VARCHAR(32)

RICT, CASCADE, SET NULL, SET DEFAULT )
STATUS VARCHAR(32) Enforcement status of the constraint: the value in ( ENABLED, DISABLE )

Indicates whether the constraint is deferrable (DEFERRABLE) or not (NO
DEFERRABLE VARCHAR(32)

T DEFERRABLE)

Indicates whether the constraint was initially deferred (DEFERRED) or no
DEFERRED VARCHAR(32)

t IMMEDIATE)

Indicates whether all data may obey the constraint or not: the value in (
VALIDATED VARCHAR(32)

VALIDATED, NOT VALIDATED )

Indicates whether the name of the constraint is user-generated (USER N
GENERATED VARCHAR(32)

AME) or system-generated (GENERATED NAME)

e reserved

BAD VARCHAR(32) Indicates whether this constraint specifies a century in an ambiguous ma

nner (BAD) or not (NULL)

e reserved

RELY VARCHAR(32) When NOT VALIDATED, indicates whether the constraint is to be taken i

LAST_CHANGE

TIMESTAMP(2) WIT

HOUT TIME ZONE

nto account for query rewrite (RELY) or not (NULL)

When the constraint was last enabled or disabled



DICTIONARY_SCHEMA | 321

Column name Data type Description
INDEX_OWNER | VARCHAR(128) Owner of the index associated with the key constraint
INDEX_SCHEMA | VARCHAR(128) Schema of the index associated with the key constraint
INDEX_NAME VARCHAR(128) Name of the index associated with the key constraint
INVALID VARCHAR(32) Indicates whether the constraint is invalid (INVALID) or not (NULL)

Indicates whether the constraint depends on a view (DEPEND ON VIEW)
or not (NULL)
COMMENTS VARCHAR(1024) Comments of the constraint definition

VIEW_RELATED | VARCHAR(32)
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ALL_CONS_COLUMNS

ALL_CONS_COLUMNS describes columns that are accessible to the current user and that are specified in
constraints.

Table 9-10 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the constraint definition
CONSTRAINT_SCHE . o
MA VARCHAR(128) Schema of the constraint definition
CONSTRAINT_NAM . o
. VARCHAR(128) Name of the constraint definition
TABLE_OWNER VARCHAR(128) Owner of the table with the constraint definition
TABLE_SCHEMA VARCHAR(128) Schema of the table with the constraint definition
TABLE_NAME VARCHAR(128) Name of the table with the constraint definition

Name of the column or attribute of the object type column specifie
COLUMN_NAME VARCHAR(128) ) ) L
d in the constraint definition

Original position of the column or attribute in the definition of the
object

POSITION NUMBER
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ALL_DB_PRIVS

ALL_DB_PRIVS describes the database grants, for which the current user is the grantor, or grantee, or for
which an enabled role or PUBLIC is the grantee.

Table 9-11 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
PRIVILEGE VARCHAR(32) Privilege on the database
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the G

RANT OPTION (YES) or not (NO)
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ALL_DB_PRIVS_MADE

ALL_DB_PRIVS_MADE describes the database grants for which the current user is the grantor.

Table 9-12 Column information

Column name Data type Description
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
GRANTOR VARCHAR(128) Name of the user who performed the grant
PRIVILEGE VARCHAR(32) Privilege on the database

Indicates whether the privilege was granted with the GRANT OPTIO

GRANTABLE VARCHAR(3)
N (YES) or not (NO)
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ALL_DB_PRIVS_RECD

ALL _DB_PRIVS_RECD describes the database grants, for which the current user is the grantee, or for whic
h an enabled role or PUBLIC is the grantee.

Table 9-13 Column information

Column name Data type Description
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
GRANTOR VARCHAR(128) Name of the user who performed the grant
PRIVILEGE VARCHAR(32) Privilege on the database

Indicates whether the privilege was granted with the GRANT OPTIO

GRANTABLE VARCHAR(3)
N (YES) or not (NO)
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ALL_DEPENDENCIES

ALL_DEPENDENCIES describes dependencies between objects accessible to the current user

Table 9-14 Column information

Column name Data type
OWNER VARCHAR(128)
SCHEMA_NAME VARCHAR(128)
NAME VARCHAR(128)
TYPE VARCHAR(32)
REFERENCED_OWNE
R VARCHAR(128)
REFERENCED_SCHE

VARCHAR(128)
MA_NAME

REFERENCED_TYPE | VARCHAR(32)

REFERENCED_LINK_
NAME

REFERENCED_NAME | VARCHAR(128)

VARCHAR(128)

DEPENDENCY_TYPE | VARCHAR(32)

Description
Owner of object
Schema Name of object
Name of object

Type of object: FUNCTION, PROCEDURE, VIEW, PACKAGE, PACKA
GE BODY, TRIGGER

Owner of the referenced object

Schema Name of the referenced object

Type of the referenced object: FUNCTION, PROCEDURE, TABLE, VIE
W, SEQUENCE, PACKAGE, PACKAGE BODY, TRIGGER

Name of the link to the parent object

Name of the referenced object

Indicates whether the dependency is a REF dependency (REF) or not
(HARD)
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ALL_GLOBAL_SECONDARY_INDEXES

ALL_GLOBAL_SECONDARY_INDEXES describes the global secondary indexes on the tables accessible to t
he current user.

Note
It is available only on a cluster.

Table 9-15 Column information

Column name Data type Description
TABLE_OWNER VARCHAR(128) Owner of the global secondary indexed object
TABLE_SCHEMA VARCHAR(128) Schema of the global secondary indexed object
TABLE_NAME VARCHAR(128) Name of the global secondary indexed object
TABLESPACE_NAME | VARCHAR(128) Name of the tablespace containing the global secondary index
INI_TRANS NUMBER Initial number of transactions
MAX_TRANS NUMBER Maximum number of transactions
INITIAL_EXTENT NUMBER Size of the initial extent
NEXT_EXTENT NUMBER Size of secondary extents
MIN_EXTENTS NUMBER Minimum number of extents allowed in the segment
MAX_EXTENTS NUMBER Maximum number of extents allowed in the segment
PCT_FREE NUMBER Minimum percentage of free space in a block
LOGGING VARCHAR(3) Indicates whether or not changes to the global secondary index are |

ogged: (YES) or (NO)
BLOCKS NUMBER Number of used blocks in the global secondary index
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ALL_GSI_PLACE

ALL_GSI_PLACE describes node placement of all global secondary indexes on the tables accessible to the
current user in the cluster system.

Note
It is available only on a cluster.

Table 9-16 Column information

Column name Data type Description
TABLE_OWNER VARCHAR(128) Owner of the global secondary indexed object
TABLE_SCHEMA VARCHAR(128) Schema of the global secondary indexed object
TABLE_NAME VARCHAR(128) Name of the global secondary indexed object
GROUP.ID NUMBER ;Sroup identifier of the node where the global secondary index place
GROUP_NAME VARCHAR(128) Group name of the node where the global secondary index placed
MEMBER_ID NUMBER Member identifier of the node where the global secondary index pla

ced

Member name of the node where the global secondary index place
d

MEMBER_OFFLINE BOOLEAN data of the cluster member is offline or not

Number of used blocks of the node where the global secondary ind

MEMBER_NAME VARCHAR(128)

BLOCKS NUMBER
ex placed
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ALL_INDEXES

ALL_INDEXES describes the indexes on the tables accessible to the current user.

Table 9-17 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the index
INDEX_SCHEMA VARCHAR(128) Schema of the index
INDEX_NAME VARCHAR(128) Name of the index
Type of the index: the value in (NORMAL, NORMAL/REV, BITMAP,
INDEX_TYPE VARCHAR(32) FUNCTION-BASED NORMAL, FUNCTION-BASED NORMAL/REV, FUN
CTION-BASED BITMAP, IOT - TOP, DOMAIN )
TABLE_OWNER VARCHAR(128) Owner of the indexed object
TABLE_SCHEMA VARCHAR(128) Schema of the indexed object
TABLE_NAME VARCHAR(128) Name of the indexed object
Type of the indexed object: the value in ( NEXT OBJECT, INDEX, TAB
TABLE_TYPE VARCHAR(32)
LE, VIEW, SYNONYM, SEQUENCE )
Indicates whether the index is unique (UNIQUE) or nonunique (NON
UNIQUENESS VARCHAR(32)
UNIQUE)
e reserved
COMPRESSION VARCHAR(32) Indicates whether index compression is enabled (ENABLED) or not
(DISABLED)
e reserved
PREFIX_LENGTH NUMBER . . .
Number of columns in the prefix of the compression key
TABLESPACE_NAME | VARCHAR(128) Name of the tablespace containing the index
INI_TRANS NUMBER Initial number of transactions
MAX_TRANS NUMBER Maximum number of transactions
INITIAL_EXTENT NUMBER Size of the initial extent
NEXT_EXTENT NUMBER Size of secondary extents
MIN_EXTENTS NUMBER Minimum number of extents allowed in the segment
MAX_EXTENTS NUMBER Maximum number of extents allowed in the segment
e reserved
PCT_INCREASE NUMBER . . ,
Percentage increase in extent size
* reserved
PCT_THRESHOLD NUMBER )
Threshold percentage of block space allowed per index entry
* reserved
INCLUDE_COLUMN | NUMBER Column ID of the last column to be included in index-organized tabl
e primary key (non-overflow) index
* reserved
FREELISTS NUMBER
Number of process freelists allocated to this segment
e reserved
FREELIST_GROUPS NUMBER

Number of freelist groups allocated to this segment
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Column name

PCT_FREE

LOGGING

BLOCKS

BLEVEL

LEAF_BLOCKS

DISTINCT_KEYS

AVG_LEAF_BLOCKS_

PER_KEY

AVG_DATA_BLOCKS

_PER_KEY

CLUSTERING_FACTO

R

STATUS

NUM_ROWS

SAMPLE_SIZE

LAST_ANALYZED

DEGREE

INSTANCES

PARTITIONED

TEMPORARY

GENERATED

SECONDARY

BUFFER_POOL

FLASH_CACHE

Data type
NUMBER

VARCHAR(3)
NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

VARCHAR(32)
NUMBER

NUMBER

TIMESTAMP(6) WITH
OUT TIME ZONE

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)
VARCHAR(1)

VARCHAR(1)

VARCHAR(1)

VARCHAR(32)

VARCHAR(32)

Description

Minimum percentage of free space in a block
Indicates whether or not changes to the index are logged: (YES) or
(NO)
Number of used blocks in the index
* reserved
B-Tree level (depth of the index from its root block to its leaf blocks)
* reserved
Number of leaf blocks in the index
Number of distinct indexed values.
* reserved

Average number of leaf blocks in which each distinct value in the in
dex appears, rounded to the nearest integer

e reserved

Average number of data blocks in the table that are pointed to by a
distinct value in the index rounded to the nearest integer

* reserved

Indicates the amount of order of the rows in the table based on the
values of the index

Indicates whether a nonpartitioned index is VALID or UNUSABLE
e reserved
Number of rows in the index

Size of the sample used to analyze the index
Date on which this index was most recently analyzed

* reserved
Number of threads per instance for scanning the index, or DEFAULT
* reserved

Number of instances across which the indexes to be scanned, or DE
FAULT

* reserved
Indicates whether the index is partitioned (YES) or not (NO)
Indicates whether the index is on a temporary table (Y) or not (N)
Indicates whether the name of the index is system-generated (Y) or
not (N)
Indicates whether the index is a secondary object created by the me
thod of the Data Cartridge (Y) or not (N)

* reserved
Buffer pool to be used for index blocks

* reserved
Database Smart Flash Cache hint to be used for index blocks

e reserved
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Column name Data type Description
CELL_FLASH_CACHE A VARCHAR(32) Cell flash cache hint to be used for index blocks
e reserved
USER_STATS VARCHAR(3) Indicates whether statistics were entered directly by the user (YES) o
r not (NO)
e reserved
DURATION VARCHAR(32)
Indicates the duration of a temporary table
e reserved
PCT_DIRECT_ACCES . . .
S NUMBER For a secondary index on an index-organized table, the percentage
of rows with VALID guess
e reserved
ITYP_OWNER VARCHAR(128)
For a domain index, the owner of the indextype
e reserved
ITYP_NAME VARCHAR(128)
For a domain index, the name of the indextype
e reserved
PARAMETERS VARCHAR(1024)
For a domain index, the parameter string
* reserved
GLOBAL STATS VARCHAR() For partitioned indexes, indicates whether statistics were collected b

y analyzing the index as a whole (YES) or were estimated from statis
tics on underlying index partitions and subpartitions (NO)

* reserved
DOMIDX_STATUS VARCHAR(32)

Status of a domain index

* reserved
DOMIDX_OPSTATUS | VARCHAR(32)

Status of the operation on a domain index

* reserved
FUNCIDX_STATUS VARCHAR(32)

Status of a function-based index

e reserved
JOIN_INDEX VARCHAR(3)
Indicates whether the index is a join index (YES) or not (NO)
e reserved
|OT_REDUNDANT_P
KEY ELIM VARCHAR(3) Indicates whether redundant primary key columns are eliminated fro
B m secondary indexes on index-organized tables (YES) or not (NO)
e reserved
DROPPED VARCHAR(3) Indicates whether the index has been dropped and is in the recycle
bin (YES) or not (NO)
e reserved
VISIBILITY VARCHAR(3)
Indicates whether the index is VISIBLE or INVISIBLE to the optimizer
e reserved
DOMIDX_MANAGE isi ini indi ini i
_ VARCHAR(32) If this is a domain index, indicates whether the domain index is syste
MENT m-managed (SYSTEM_MANAGED) or user-managed (USER_MANA
GED)

Indicates whether the index segment has been created (YES) or not

SEGMENT_CREATED | VARCHAR(3) (NO)
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Column name Data type Description

COMMENTS VARCHAR(1024) Comments of the index
EMPTY_BLOCKS NUMBER Number of empty blocks in the index



ALL_IND_COLUMNS

ALL_IND_COLUMNS describes the columns of indexes on all tables accessible to the current user.

Table 9-18 Column information

Column name

INDEX_OWNER
INDEX_SCHEMA
INDEX_NAME
TABLE_OWNER
TABLE_SCHEMA
TABLE_NAME
COLUMN_NAME
COLUMN_POSITION
COLUMN_LENGTH
CHAR_LENGTH

DESCEND

NULL_ORDER

Data type
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
NUMBER
NUMBER
NUMBER

VARCHAR(32)

VARCHAR(32)

Owner of the index
Schema of the index

Name of the index
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Description

Owner of the table or cluster

Schema of the table or cluster

Name of the table or cluster

Column name or attribute of the object type column

Position of the column or attribute within the index

Indexed length of the column

Maximum codepoint length of the column

Indicates whether the column is sorted in descending order (DESC)

or ascending order (ASC)

Indicates whether the null value of the column is sorted in nulls first
order (NULLS FIRST) or nulls last order (NULLS LAST)
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ALL_IND_PLACE

ALL_IND_PLACE describes node placement of the indexes on the tables accessible to the current user in t

he cluster system.

Note

It is available only on a cluster.

Table 9-19 Column information

Column name
OWNER
INDEX_SCHEMA
INDEX_NAME
TABLE_OWNER
TABLE_SCHEMA
TABLE_NAME
GROUP_ID
GROUP_NAME
MEMBER_ID
MEMBER_NAME
MEMBER_OFFLINE
DISTINCT_KEYS
SAMPLE_SIZE
BLOCKS

LAST_ANALYZED

Data type

VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
NUMBER
VARCHAR(128)
NUMBER
VARCHAR(128)
BOOLEAN
NUMBER
NUMBER

NUMBER

)
)
)
)
)
)

TIMESTAMP(2) WITH

OUT TIME ZONE

Description
Owner of the index
Schema of the index
Name of the index
Owner of the indexed object
Schema of the indexed object
Name of the indexed object
Group identifier of the node where the index placed
Group name of the node where the index placed
Member identifier of the node where the index placed
Member name of the node where the index placed
data of the cluster member is offline or not
(deprecated)
(deprecated)

Number of used blocks of the node where the index placed

(deprecated)
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ALL_NONSCHEMA_COMMENTS

ALL_NONSCHEMA_COMMENTS displays comments on all non-schema objects (database, authorizations,

schemas, tablespaces) accessible to the current user.

Table 9-20 Column information

Column name Data type
OBJECT_NAME VARCHAR(128)
OBJECT_TYPE VARCHAR(32)

COMMENTS VARCHAR(1024)

Description
Name of the non-schema object

Type of the non-schema object: DATABASE, AUTHORIZATION, SCH
EMA, TABLESPACE

Comments of the non-schema object
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ALL_OBJECTS

ALL_OBIJECTS describes all objects accessible to the current user.

Table 9-21 Column information

Column name
OWNER
SCHEMA_NAME
OBJECT_NAME

SUBOBJECT_NA
ME

OBJECT_ID
DATA_OBJECT_I
D

OBJECT_TYPE

CREATED

LAST_DDL_TIME

TIMESTAMP
STATUS

TEMPORARY

GENERATED

SECONDARY

NAMESPACE

EDITION_NAME

Data type
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)

VARCHAR(128)
NUMBER
NUMBER

VARCHAR(32)

TIMESTAMP(2)
WITHOUT TIME Z
ONE

TIMESTAMP(2)
WITHOUT TIME Z
ONE

VARCHAR(32)
VARCHAR(32)

VARCHAR(1)

VARCHAR(1)

VARCHAR(1)

NUMBER

VARCHAR(128)

Description
Owner of the object
Schema of the object

Name of the object

Name of the subobject (for example, partition)

Dictionary object number of the object

Dictionary object number of the segment that contains the object

Type of the object (such as TABLE, INDEX)

Timestamp for the creation of the object

Timestamp for the last modification of the object resulting from a DDL stat
ement

Timestamp for the specification of the object (character data)
Status of the object: the value in ( VALID, INVALID, N/A )
Indicates whether the object is temporary (the current session can see only
data that it placed in this object itself) (Y) or not (N)
* reserved
Indicates whether the name of this object was system-generated (Y) or not
(N)
* reserved
Indicates whether this is a secondary object created by the ODClindexCreat
e method of the Oracle Data Cartridge (Y) or not (N)
Namespace for the object
* reserved

Name of the edition in which the object is actual



ALL_PROCEDURES

ALL_PROCEDURES lists all function, procedures or package

Table 9-22 Column information

Column name

OWNER
SCHEMA_NAME
OBJECT_NAME

PROCEDURE_NAME

OBJECT_ID
SUBPROGRAM_ID
OVERLOAD
OBJECT_TYPE

AGGREGATE

PIPELINED

IMPLTYPEOWNER
IMPLTYPENAME

PARALLEL

INTERFACE

DETERMINISTIC

AUTHID

Data type
VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
NUMBER
NUMBER
VARCHAR(32)
VARCHAR(32)

)
)
)
)

VARCHAR(3)

VARCHAR(3)

VARCHAR(128)
VARCHAR(128)

VARCHAR(3)
VARCHAR(3)
VARCHAR(3)

VARCHAR(32)
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Description

Owner of function, procedures or package

Schema Name of function, procedures or package

Name of function, procedures or package

Name when a procedures in package

ID of a function, procedures or package

ID of procedures in package

ID of overloading procedure in package

Type of function, procedures or package

Indicate whether the procedure is an aggreage function(YES) or not
(NO)

Indicate whether the procedure is a pipelined table function(YES) or
not(NO)

Name of the owner of the implementation type, if any

Name of the implementation type, if any

Indicates whether the procedure or function is parallel-enabled (YES
) or not (NO)

YES, if the procedure/function is a table function implemented usin
g the SQLCLI interface; otherwise NO

YES, if the procedure/function is declared to be deterministic; other
wise NO

Indicates whether the procedure/function is declared to execute as
DEFINER or CURRENT_USER (invoker)
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ALL_PROC_PRIVS

ALL_PROC_PRIVS describes the procedure grants, for which the current user is the procedure owner, gra
ntor, or grantee, or for which an enabled role or PUBLIC is the grantee.

Table 9-23 Column information

Column name Data type Description

GRANTOR VARCHAR(128
GRANTEE VARCHAR(128

(128)
(128)
PROCEDURE_OWNER VARCHAR(128) | Owner of the procedure, function or package
(128)
(128)
(

Name of the user who performed the grant

Name of the user or role to whom access was granted

PROCEDURE_SCHEMA | VARCHAR(128
PROCEDURE_NAME VARCHAR(128
PRIVILEGE VARCHAR(32) Privilege on the procedure, function or package

Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)

Schema of the procedure, function or package

Name of the procedure, function or package

GRANTABLE VARCHAR(3)



ALL_PROC_PRIVS_MADE
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ALL_PROC_PRIVS_MADE describes the procedure grants for which the current user is the procedure own

er or grantor.

Table 9-24 Column information

Column name Data type
GRANTOR VARCHAR(128)
GRANTEE VARCHAR(128)
PROCEDURE_OWNER VARCHAR(128)
PROCEDURE_SCHEMA | VARCHAR(128)

)

PROCEDURE_NAME VARCHAR(128
PRIVILEGE VARCHAR(32)
GRANTABLE VARCHAR(3)

Description
Name of the user who performed the grant
Name of the user or role to whom access was granted
Owner of the procedure, function or package
Schema of the procedure, function or package
Name of the procedure, function or package
Privilege on the procedure, function or package

Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)
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ALL_PROC_PRIVS_RECD

ALL_PROC_PRIVS_RECD describes the procedure grants, for which the current user is the grantee, or for
which an enabled role or PUBLIC is the grantee.

Table 9-25 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted

(
PROCEDURE_OWNER VARCHAR(128) | Owner of the procedure, function or package
PROCEDURE_SCHEMA | VARCHAR(128) Schema of the procedure, function or package
PROCEDURE_NAME VARCHAR(128) Name of the procedure, function or package
PRIVILEGE VARCHAR(32) Privilege on the procedure, function or package

Indicates whether the privilege was granted with the GRANT OPTIO

GRANTABLE VARCHAR(3)
N (YES) or not (NO)



ALL_SCHEMAS
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ALL_SCHEMAS identifies the schemata in a catalog that are owned by given user or accessible to given us

er or role.

Table 9-26 Column information

Column name Data type
SCHEMA_OWNER VARCHAR(128)
SCHEMA_NAME VARCHAR(128)
CREATED_TIME TIMESTAMP(2) WITHOUT TIME ZONE
MODIFIED_TIME TIMESTAMP(2) WITHOUT TIME ZONE

COMMENTS VARCHAR(1024)

Description
Owner of the schema
Name of the schema
Created time of the schema
Last modified time of the schema

Comments of the schema
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ALL_SCHEMA_PATH

ALL_SCHEMA_PATH describes the schema search order of the current user and PUBLIC, for naming resol
ution of unqualified SQL schema objects.

Table 9-27 Column information

Column name Data type Description
AUTH_NAME VARCHAR(128) Name of the authorization
SCHEMA_NAME VARCHAR(128) Name of the schema

SEARCH_ORDER NUMBER Schema search order of the authorization
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ALL_SCHEMA_PRIVS

ALL_SCHEMA_PRIVS describes the schema grants, for which the current user is the schema owner, grant
or, or grantee, or for which an enabled role or PUBLIC is the grantee.

Table 9-28 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
OWNER VARCHAR(128) Owner of the schema
SCHEMA_NAME VARCHAR(128) Name of the schema
PRIVILEGE VARCHAR(32) Privilege on the schema
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_SCHEMA_PRIVS_MADE

ALL SCHEMA_PRIVS_MADE describes the schema grants, for which the current user is the grantor.

Table 9-29 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
OWNER VARCHAR(128) Owner of the schema
SCHEMA_NAME VARCHAR(128) Name of the schema
PRIVILEGE VARCHAR(32) Privilege on the schema
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_SCHEMA_PRIVS_RECD

ALL_SCHEMA_PRIVS_RECD describes the schema grants, for which the current user is the grantee, or for
which an enabled role or PUBLIC is the grantee.

Table 9-30 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
OWNER VARCHAR(128) Owner of the schema
SCHEMA_NAME VARCHAR(128) Name of the schema
PRIVILEGE VARCHAR(32) Privilege on the schema
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_SEQUENCES

ALL_SEQUENCES describes all sequences accessible to the current user.

Table 9-31 Column information

Column name Data type Description

SEQUENCE_OWNER | VARCHAR(128)
SEQUENCE_SCHEM

Owner of the sequence

A VARCHAR(128) Schema of the sequence
SEQUENCE_NAME VARCHAR(128) Seguence name
MIN_VALUE NUMBER Minimum value of the sequence
MAX_VALUE NUMBER Maximum value of the sequence
INCREMENT_BY NUMBER Value by which sequence is incremented

Indicates whether the sequence wraps around on reaching the limit
CYCLE_FLAG VARCHAR(1)

(Y) or not (N)

Indicates whether sequence numbers are generated in order (Y) or
ORDER_FLAG VARCHAR(1)

not (N)
CACHE_SIZE NUMBER Number of sequence numbers to cache

Last sequence number written to database. If a sequence uses cachi
LAST_NUMBER NUMBER ng, the number written to database is the last number placed in the

COMMENTS

VARCHAR(1024)

seqguence cache.

Comments of the sequence
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ALL_SEQ_PRIVS

ALL_SEQ_PRIVS describes the sequence grants, for which the current user is the sequence owner, granto
r, or grantee, or for which an enabled role or PUBLIC is the grantee.

Table 9-32 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
SEQUENCE_OWNER | VARCHAR(128) Owner of the sequence
SEQUENCE_SCHEM
A VARCHAR(128) Schema of the sequence
SEQUENCE_NAME VARCHAR(128) Name of the sequence
PRIVILEGE VARCHAR(32) Privilege on the sequence
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_SEQ_PRIVS_MADE

ALL _SEQ_PRIVS_MADE describes the sequence grants for which the current user is the sequence owner
or grantor.

Table 9-33 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
SEQUENCE_OWNER | VARCHAR(128) Owner of the sequence
SEQUENCE_SCHEM
A VARCHAR(128) Schema of the sequence
SEQUENCE_NAME VARCHAR(128) Name of the sequence
PRIVILEGE VARCHAR(32) Privilege on the sequence
GRANTABLE VARCHAR() Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)



ALL_SEQ_PRIVS_RECD
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ALL_SEQ_PRIVS_RECD describes the sequence grants, for which the current user is the grantee, or for wh

ich an enabled role or PUBLIC is the grantee.

Table 9-34 Column information

Column name Data type
GRANTOR VARCHAR(128)
GRANTEE VARCHAR(128)

SEQUENCE_OWNER | VARCHAR(128)
SEQUENCE_SCHEM

VARCHAR(128)
A
SEQUENCE_NAME VARCHAR(128)
PRIVILEGE VARCHAR(32)
GRANTABLE VARCHAR(3)

Description
Name of the user who performed the grant
Name of the user or role to whom access was granted

Owner of the sequence
Schema of the sequence

Name of the sequence
Privilege on the sequence

Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)
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ALL_SHARD_KEY_COLUMNS

ALL_ SHARD_KEY_COLUMNS describes shard key columns of all shareded tables accessible to the current
user in the cluster system.

Note
It is available only on a cluster.

Table 9-35 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the table
TABLE_SCHEMA VARCHAR(128) Schema of the table
TABLE_NAME VARCHAR(128) Name of the table
COLUMN_NAME VARCHAR(128) Column name of the shard key

COLUMN_POSITION | NUMBER Position of the column within the shard key



ALL_SOURCE
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ALL_SOURCE describes the text source of the stored objects accessible to the current user.

Table 9-36 Column information

Column name
OWNER
SCHEMA_NAME
NAME

TYPE

LINE
TEXT
ORIGIN_CONL_ID

Data type
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)

VARCHAR(32)

NUMBER
LONG VARCHAR
VARCHAR(256)

Description

Owner of object
Schema Name of object
Name of object

Type of object: FUNCTION, PROCEDURE, PACKAGE, PACKAGE BOD
Y, TRIGGER

Line number of this line of source
Text source of the strored object

ID of the container where the data originates
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ALL_SYNONYMS

ALL_SYNONYMS describes all synonyms.

Table 9-37 Column information

Column name

SYNONYM_OWNER
SYNONYM_SCHEMA
SYNONYM_NAME
OBJECT_SCHEMA_NAME
OBJECT_NAME

DB_LINK

Data type
VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128

)
)
)
)
)
VARCHAR(128)

Description
Owner of the synonym
Schema of the synonym
Synonym name
Object schema name
Object name

Reserved for future use
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ALL_TABLES

ALL_TABLES describes the relational tables accessible to the current user.

Table 9-38 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the table
TABLE_SCHEMA VARCHAR(128) Schema of the table
TABLE_NAME VARCHAR(128) Name of the table
TABLESPACE_NAME | VARCHAR(128) Name of the tablespace containing the table
e reserved
CLUSTER_NAME VARCHAR(128)
Name of the cluster
e reserved
|IOT_NAME VARCHAR(128) ) )
Name of the index-organized table
e reserved
STATUS VARCHAR(32) If a previous DROP TABLE operation failed, indicates whether the ta
ble is unusable (UNUSABLE) or valid (VALID)
PCT_FREE NUMBER Minimum percentage of free space in a block
PCT_USED NUMBER Minimum percentage of used space in a block
INI_TRANS NUMBER Initial number of transactions
MAX_TRANS NUMBER Maximum number of transactions
INITIAL_EXTENT NUMBER Size of the initial extent (in bytes)
NEXT_EXTENT NUMBER Size of secondary extents (in bytes)
MIN_EXTENTS NUMBER Minimum number of extents allowed in the segment
MAX_EXTENTS NUMBER Maximum number of extents allowed in the segment
e reserved
PCT_INCREASE NUMBER , . ,
Percentage increase in extent size
e reserved
FREELISTS NUMBER

Number of process freelists allocated to the segment

* reserved
FREELIST_GROUPS NUMBER

Number of freelist groups allocated to the segment

LOGGING VARCHAR(3) Indicates whether or not changes to the table are logged
* reserved
BACKED_UP VARCHAR(1) Indicates whether the table has been backed up since the last modifi
cation (Y) or not (N)
NUM_ROWS NUMBER Number of rows in the table
BLOCKS NUMBER Number of used blocks in the table
EMPTY_BLOCKS NUMBER " reserved

Number of empty (never used) blocks in the table
* reserved
AVG_SPACE NUMBER . .
Average available free space in the table

e reserved
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Column name

CHAIN_CNT

AVG_ROW_LEN

AVG_SPACE_FREELIS

T_BLOCKS

NUM_FREELIST_BLO

CKS

DEGREE

INSTANCES

CACHE

TABLE_LOCK

SAMPLE_SIZE

LAST_ANALYZED

PARTITIONED

IOT_TYPE

TEMPORARY

SECONDARY

NESTED

BUFFER_POOL

FLASH_CACHE

CELL_FLASH_CACHE

ROW_MOVEMENT

Data type
NUMBER

NUMBER

NUMBER

NUMBER

VARCHAR(32)

VARCHAR(32)

VARCHAR(1)

VARCHAR(32)

NUMBER

TIMESTAMP(6) WITH

OUT TIME ZONE

VARCHAR(3)

VARCHAR(32)

VARCHAR(1)

VARCHAR(1)

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

Description

Number of rows in the table that are chained from one data block t
o another or that have migrated to a new block, requiring a link to p
reserve the old rowid
e reserved
Average row length, including row overhead
e reserved
Average freespace of all blocks on a freelist
e reserved
Number of blocks on the freelist
* reserved
Number of threads per instance for scanning the table, or DEFAULT
* reserved
Number of instances across which the table is to be scanned, or DEF
AULT
* reserved
Indicates whether the table is to be cached in the buffer cache (Y) o
r not (N)
Indicates whether table locking is enabled (ENABLED) or disabled (D
ISABLED)

Sample size used in analyzing the table
Date on which the table was most recently analyzed

* reserved
Indicates whether the table is partitioned (YES) or not (NO)
* reserved
If the table is an index-organized table, then IOT_TYPE is IOT, IOT_O
VERFLOW, or IOT_MAPPING.
Indicates whether the table is temporary (Y) or not (N)
* reserved

Indicates whether the table is a secondary object created by cartridg
e

* reserved
Indicates whether the table is a nested table (YES) or not (NO)
* reserved
Buffer pool to be used for table blocks
e reserved
Database Smart Flash Cache hint to be used for table blocks
e reserved
Cell flash cache hint to be used for table blocks
* reserved

If a partitioned table, indicates whether row movement is enabled



Column name

GLOBAL_STATS

USER_STATS

DURATION

SKIP_CORRUPT

MONITORING

CLUSTER_OWNER

DEPENDENCIES

COMPRESSION

COMPRESS_FOR

DROPPED

READ_ONLY

SEGMENT_CREATED

RESULT_CACHE

Data type

VARCHAR(3)

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)

VARCHAR(128)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)

VARCHAR(3)

VARCHAR(3)

VARCHAR(32)
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Description

(ENABLED) or disabled (DISABLED)
e reserved

For partitioned tables, indicates whether statistics for the table as a
whole (global statistics) are accurate (YES)

* reserved
Indicates whether statistics were entered directly by the user (YES) o
r not (NO)

* reserved
Indicates the duration of a temporary table

e reserved
Indicates whether Database ignores blocks marked corrupt during ta
ble and index scans (ENABLED) or raises an error (DISABLED)

e reserved
Indicates whether the table has the MONITORING attribute set (YES
) or not (NO)

e reserved
Owner of the cluster, if any

e reserved

Indicates whether row-level dependency tracking is enabled (ENABL
ED) or disabled (DISABLED)

e reserved

Indicates whether table compression is enabled (ENABLED) or not
(DISABLED)

* reserved
Default compression for what kind of operations

* reserved
Indicates whether the table has been dropped and is in the recycle b
in (YES) or not (NO)
Indicates whether the table IS READ-ONLY (YES) or not (NO)
Indicates whether the table segment has been created (YES) or not
(NO)

* reserved

Result cache mode annotation for the table: the value in ( NULL, DE
FAULT, FORCE, MANUAL )
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ALL_TAB_COLS

ALL_TAB_COLS describes the columns (including hidden columns) of the tables, views, and clusters acces
sible to the current user.

Table 9-39 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the object
TABLE_SCHEMA VARCHAR(128) Schema of the object
TABLE_NAME VARCHAR(128) Name of the object
COLUMN_NAME VARCHAR(128) Column name
DATA_TYPE VARCHAR(128) Datatype of the column

* reserved
DATA_TYPE_MOD VARCHAR(3)

Datatype modifier of the column

* reserved
DATA_TYPE_OWNER | VARCHAR(128)

Owner of the datatype of the column
DATA_LENGTH NUMBER Length of the column (in bytes)
Decimal precision for NUMBER datatype; binary precision for FLOAT

DATA_PRECISION NUMBER
datatype; NULL for all other datatypes

DATA_SCALE NUMBER Digits to the right of the decimal point in a number
NULLABLE VARCHAR(1) Indicates whether a column allows NULLs.
COLUMN_ID NUMBER Sequence number of the column as created
DEFAULT_LENGTH NUMBER Length of the default value for the column
DATA_DEFAULT LONG VARCHAR Default value for the column
NUM_DISTINCT NUMBER Number of distinct values in the column
LOW_VALUE VARBINARY(32) Low value in the column
HIGH_VALUE VARBINARY (32) High value in the column
e reserved
DENSITY NUMBER If a histogram {s'avallable on COLUMN_NAME, then this colt{mnld|s
plays the selectivity of a value that spans fewer than 2 endpoints in t
he histogram.
NUM_NULLS NUMBER Number of NULLs in the column
* reserved
NUM_BUCKETS NUMBER _ )
Number of buckets in the histogram for the column
TIMESTAMP(6) WITH ) )
LAST_ANALYZED Date on which this column was most recently analyzed
OUT TIME ZONE
SAMPLE_SIZE NUMBER Sample size used in analyzing this column
CHARACTER_SET_N e reserved
VARCHAR(128)
AME Name of the character set
CHAR_COL_DECL_LE * reserved
NUMBER
NGTH Declaration length of the character type column

* reserved



Column name

GLOBAL_STATS

USER_STATS

AVG_COL_LEN

CHAR_LENGTH

CHAR_USED

V80_FMT_IMAGE

DATA_UPGRADED

HIDDEN_COLUMN

VIRTUAL_COLUMN

SEGMENT_COLUMN
_ID

INTERNAL_COLUMN
_ID

HISTOGRAM

QUALIFIED_COL_NA
ME

IDENTITY_COLUMN

Data type

VARCHAR(3)

VARCHAR(3)

NUMBER
NUMBER

VARCHAR(1)

VARCHAR(3)

VARCHAR(3)

VARCHAR(3)

VARCHAR(3)

NUMBER

NUMBER

VARCHAR(32)

VARCHAR(4000)

VARCHAR(3)
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Description
For partitioned tables, indicates whether column statistics were coll
ected for the table
* reserved

Indicates whether statistics were entered directly by the user (YES)
or not (NO)

Average length of the column (in bytes)
Displays the length of the column in characters.
Indicates that the column uses BYTE length semantics (B) or CHAR |
ength semantics (C)
e reserved

Indicates whether the column data is in release older image format
(YES) or not (NO)

* reserved

Indicates whether the column data has been upgraded to the latest
type version format (YES) or not (NO)

Indicates whether the column is a hidden column (YES) or not (NO)
* reserved

Indicates whether the column is a virtual column (YES) or not (NO)

Sequence number of the column in the segment

Internal sequence number of the column

* reserved

Indicates existence/type of histogram
Quialified column name

Indicates whether this is an identity column (YES) or not (NO)
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ALL_TAB_COLUMNS

ALL TAB_COLUMNS describes the columns of the tables, views, and clusters accessible to the current use

r.

Table 9-40 Column information

Column name

OWNER
TABLE_SCHEMA
TABLE_NAME
COLUMN_NAME
DATA_TYPE

DATA_TYPE_MOD

DATA_TYPE_OWNER

DATA_LENGTH

DATA_PRECISION

DATA_SCALE
NULLABLE
COLUMN_ID

DEFAULT_LENGTH

DATA_DEFAULT
NUM_DISTINCT
LOW_VALUE
HIGH_VALUE

DENSITY

NUM_NULLS

NUM_BUCKETS

LAST_ANALYZED

SAMPLE_SIZE

CHARACTER_SET_N

AME

CHAR_COL_DECL_LE

NGTH

Data type
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)

VARCHAR(3)

VARCHAR(128)

NUMBER
NUMBER

NUMBER
VARCHAR(1)
NUMBER
NUMBER

LONG VARCHAR
NUMBER
VARBINARY (32)
VARBINARY (32)

NUMBER

NUMBER

NUMBER

TIMESTAMP(6) WITH

OUT TIME ZONE
NUMBER

VARCHAR(128)

NUMBER

Description

Owner of the object
Schema of the object
Name of the object
Column name
Datatype of the column
e reserved
Datatype modifier of the column
e reserved
Owner of the datatype of the column
Length of the column (in bytes)

Decimal precision for NUMBER datatype; binary precision for FLOAT
datatype; NULL for all other datatypes

Digits to the right of the decimal point in a number
Indicates whether a column allows NULLs.
Seqguence number of the column as created
Length of the default value for the column
Default value for the column
Number of distinct values in the column
Low value in the column
High value in the column
* reserved
If a histogram is available on COLUMN_NAME, then this column dis
plays the selectivity of a value that spans fewer than 2 endpoints in t
he histogram.
Number of NULLs in the column
e reserved

Number of buckets in the histogram for the column
Date on which this column was most recently analyzed

Sample size used in analyzing this column
e reserved

Name of the character set
Declaration length of the character type column

* reserved



Column name

GLOBAL_STATS

USER_STATS

AVG_COL_LEN
CHAR_LENGTH

CHAR_USED

V80_FMT_IMAGE

DATA_UPGRADED

HISTOGRAM

IDENTITY_COLUMN

Data type
VARCHAR(3)

VARCHAR(3)

NUMBER
NUMBER

VARCHAR(1)

VARCHAR(3)

VARCHAR(3)

VARCHAR(32)

VARCHAR(3)
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Description
For partitioned tables, indicates whether column statistics were coll
ected for the table
* reserved

Indicates whether statistics were entered directly by the user (YES)
or not (NO)

Average length of the column (in bytes)
Displays the length of the column in characters.
Indicates that the column uses BYTE length semantics (B) or CHAR |
ength semantics (C)

e reserved

Indicates whether the column data is in release older image format
(YES) or not (NO)

e reserved

Indicates whether the column data has been upgraded to the latest
type version format (YES) or not (NO)

* reserved
Indicates existence/type of histogram

Indicates whether this is an identity column (YES) or not (NO)
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ALL_TAB_COMMENTS

ALL TAB_COMMENTS displays comments on the tables and views accessible to the current user.

Table 9-41 Column information
Column name Data type Description
OWNER VARCHAR(128) Owner of the object
TABLE_SCHEMA VARCHAR(128) Schema of the object
TABLE_NAME VARCHAR(128) Name of the object
TABLE_TYPE VARCHAR(32) Type of the object
COMMENTS VARCHAR(1024) Comment on the object



ALL_TAB_IDENTITY_COLS
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ALL TAB_IDENTITY_COLS describes all table identity columns.

Table 9-42 Column information

Column name
OWNER
TABLE_SCHEMA
TABLE_NAME
COLUMN_NAME

GENERATION_TYPE

IDENTITY_OPTIONS

Data type
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(32)

VARCHAR(1024)

Description
Owner of the table
Schema of the table
Name of the table
Name of the identity column

Generation type of the identity column. Possible values are ALWAYS
or BY DEFAULT

Options for the identity column sequence generator
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ALL_TAB_PLACE

ALL TAB_PLACE describes node placement of all cluster tables accessible to the current user in the cluste
r system.

Note
It is available only on a cluster.

Table 9-43 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the table
TABLE_SCHEMA VARCHAR(128) Schema of the table
TABLE_NAME VARCHAR(128) Name of the table
GROUP_ID NUMBER Group identifier of the node where the table placed
GROUP_NAME VARCHAR(128) Group name of the node where the table placed
MEMBER_ID NUMBER Member identifier of the node where the table placed
MEMBER_NAME VARCHAR(128) Member name of the node where the table placed
MEMBER_OFFLINE BOOLEAN data of the cluster member is offline or not
SCN VARCHAR(64) table scn of the node where the table placed
NUM_ROWS NUMBER Number of rows in the table
BLOCKS NUMBER Number of used blocks of the node where the table placed
LAST_ANALYZED TIMESTAMP(E) WITH Date on which the table was most recently analyzed

OUT TIME ZONE
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ALL_TAB_SHARDS

ALL_TAB_SHARDS describes shard information of sharded tables accessible to the current user in the clus
ter system.

Note
It is available only on a cluster.

Table 9-44 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the table
TABLE_SCHEMA VARCHAR(128) Schema of the table
TABLE_NAME VARCHAR(128) Name of the table

Sharding strategy of the table:

SHARD_STRATEGY VARCHAR(32) .
the value in (HASH SHARDING, RANGE SHARDING, LIST SHARDING)

SHARD_NAME VARCHAR(128) Shard name

SHARD_NUMBER NUMBER Shard number

SHARD_DEFINITION LONG VARCHAR | Shard definition (if hash sharded, the value is null)
GROUP_ID NUMBER Group identifier where the shard placed

GROUP_NAME VARCHAR(128) Group Name where the shard placed
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ALL_TAB_PRIVS

ALL_TAB_PRIVS describes the object grants, for which the current user is the object owner, grantor, or gr
antee, or for which an enabled role or PUBLIC is the grantee.

Table 9-45 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
OWNER VARCHAR(128) Owner of the object
TABLE_SCHEMA VARCHAR(128) Schema of the object
TABLE_NAME VARCHAR(128) Name of the object
PRIVILEGE VARCHAR(32) Privilege on the object
Indicates whether the privilege was granted with the GRANT OPTIO
GRANTABLE VARCHAR(3)
N (YES) or not (NO)
Indicates whether the privilege was granted with the HIERARCHY O
HIERARCHY VARCHAR(3)

PTION (YES) or not (NO)



ALL_TAB_PRIVS_MADE
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ALL _TAB_PRIVS_MADE describes the object grants for which the current user is the object owner or gran

tor.

Table 9-46 Column information

Column name Data type
GRANTEE VARCHAR(128)
OWNER VARCHAR(128)
TABLE_SCHEMA VARCHAR(128)
TABLE_NAME VARCHAR(128)
GRANTOR VARCHAR(128)
PRIVILEGE VARCHAR(32)
GRANTABLE VARCHAR(3)
HIERARCHY VARCHAR(3)

Description
Name of the user or role to whom access was granted
Owner of the object
Schema of the object
Name of the object
Name of the user who performed the grant
Privilege on the object
Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)

Indicates whether the privilege was granted with the HIERARCHY O
PTION (YES) or not (NO)
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ALL_TAB_PRIVS_RECD

ALL _TAB_PRIVS_RECD describes object grants, for which the current user is the grantee, or for which an
enabled role or PUBLIC is the grantee.

Table 9-47 Column information

Column name Data type Description
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
OWNER VARCHAR(128) Owner of the object
TABLE_SCHEMA VARCHAR(128) Schema of the object
TABLE_NAME VARCHAR(128) Name of the object
GRANTOR VARCHAR(128) Name of the user who performed the grant
PRIVILEGE VARCHAR(32) Privilege on the object
Indicates whether the privilege was granted with the GRANT OPTIO
GRANTABLE VARCHAR(3)
N (YES) or not (NO)
Indicates whether the privilege was granted with the HIERARCHY O
HIERARCHY VARCHAR(3)

PTION (YES) or not (NO)
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ALL_TBS_PRIVS

ALL_TBS_PRIVS describes the tablespace grants, for which the current user is the grantor, or grantee, or f
or which an enabled role or PUBLIC is the grantee.

Table 9-48 Column information

Column name Data type Description
GRANTOR VARCHAR(128) Name of the user who performed the grant
GRANTEE VARCHAR(128) Name of the user or role to whom access was granted
TABLESPACE_NAME | VARCHAR(128) Name of the tablespace
PRIVILEGE VARCHAR(32) Privilege on the tablespace
GRANTABLE VARCHAR(3) Indicates whether the privilege was granted with the GRANT OPTIO

N (YES) or not (NO)
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ALL_TBS_PRIVS_MADE

ALL _TBS_PRIVS_MADE describes the tablespace grants for which the current user is the grantor.

Table 9-49 Column information

Column name Data type
GRANTOR VARCHAR(128)
GRANTEE VARCHAR(128)
TABLESPACE_NAME | VARCHAR(128)
PRIVILEGE VARCHAR(32)
GRANTABLE VARCHAR(3)

Description
Name of the user who performed the grant
Name of the user or role to whom access was granted
Name of the tablespace
Privilege on the tablespace

Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)



ALL_TBS_PRIVS_RECD

DICTIONARY_SCHEMA | 369

ALL _TBS_PRIVS_RECD describes the tablespace grants, for which the current user is the grantee, or for w
hich an enabled role or PUBLIC is the grantee.

Table 9-50 Column information

Column name Data type
GRANTOR VARCHAR(128)
GRANTEE VARCHAR(128)
TABLESPACE_NAME | VARCHAR(128)
PRIVILEGE VARCHAR(32)
GRANTABLE VARCHAR(3)

Description
Name of the user who performed the grant
Name of the user or role to whom access was granted
Name of the tablespace
Privilege on the tablespace

Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)
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ALL_USERS

ALL_USERS lists all users of the database visible to the current user.

Table 9-51 Column information

Column name Data type
USERNAME VARCHAR(128)
USER_ID NUMBER

CREATED TIMESTAMP(2) WITHOUT TIME ZONE

Description
Name of the user
ID number of the user

User creation timestamp



ALL_VIEWS
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ALL_VIEWS describes the views accessible to the current user.

Table 9-52 Column information

Column name

OWNER
VIEW_SCHEMA
VIEW_NAME
TEXT_LENGTH
TEXT

TYPE_TEXT_LENGTH

TYPE_TEXT

OID_TEXT_LENGTH

OID_TEXT

VIEW_TYPE_OWNER

VIEW_TYPE

SUPERVIEW_NAME

EDITIONING_VIEW

READ_ONLY

Data type

VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
NUMBER

LONG VARCHAR

NUMBER

VARCHAR(4000)

NUMBER

VARCHAR(4000)

VARCHAR(128)

VARCHAR(32)

VARCHAR(128)

VARCHAR(1)

VARCHAR(1)

Description
Owner of the view
Schema of the view
Name of the view
Length of the view text
View text
* reserved
Length of the type clause of the typed view
* reserved
Type clause of the typed view
* reserved
Length of the WITH OID clause of the typed view
* reserved
WITH OID clause of the typed view
* reserved
Owner of the type of the view if the view is a typed view
e reserved
Type of the view if the view is a typed view
* reserved
Name of the superview
* reserved
Reserved for future use

Indicates whether the view is read-only (Y) or not (N)



372 | Database Information

Views of DBA_family

The current user has DBA privileges (ACCESS CONTROL ON DATABASE), and the user can retrieve inform

ation about all objects.

DBA_ALL_TABLES

DBA_ALL_TABLES describes all object tables and relational tables in the database.

Table 9-53 Column information

Column name Data type Description
OWNER VARCHAR(128) | Owner of the table
TABLE_SCHEMA | VARCHAR(128) | Schema of the table
TABLE_NAME VARCHAR(128) Name of the table
TABLESPACE_NA .
ME VARCHAR(128) | Name of the tablespace containing the table
e reserved
CLUSTER_NAME | VARCHAR(128)
Name of the cluster
e reserved
IOT_NAME VARCHAR(128)
Name of the index-organized table
e reserved
STATUS VARCHAR(32) If a previous DROP TABLE operation failed, indicates whether the table is u
nusable (UNUSABLE) or valid (VALID)
PCT_FREE NUMBER Minimum percentage of free space in a block
PCT_USED NUMBER Minimum percentage of used space in a block
INI_TRANS NUMBER Initial number of transactions
MAX_TRANS NUMBER Maximum number of transactions
INITIAL_EXTENT | NUMBER Size of the initial extent (in bytes)
NEXT_EXTENT NUMBER Size of secondary extents (in bytes)

MIN_EXTENTS NUMBER Minimum number of extents allowed in the segment
MAX_EXTENTS NUMBER Maximum number of extents allowed in the segment
* reserved

PCT_INCREASE NUMBER ) ) )
Percentage increase in extent size
* reserved
FREELISTS NUMBER
Number of process freelists allocated to the segment
FREELIST_GROU e reserved
NUMBER A
PS Number of freelist groups allocated to the segment
LOGGING VARCHAR(3) Indicates whether or not changes to the table are logged
e reserved
BACKED_UP VARCHAR(1) Indicates whether the table has been backed up since the last modification



Column name

NUM_ROWS

BLOCKS

EMPTY_BLOCKS

AVG_SPACE

CHAIN_CNT

AVG_ROW_LEN

AVG_SPACE_FRE
ELIST_BLOCKS

NUM_FREELIST_
BLOCKS

DEGREE

INSTANCES

CACHE

TABLE_LOCK

SAMPLE_SIZE

LAST_ANALYZED

PARTITIONED

IOT_TYPE

OBJECT_ID_TYPE

TABLE_TYPE_O
WNER

Data type

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

NUMBER

VARCHAR(32)

VARCHAR(32)

VARCHAR(1)

VARCHAR(32)

NUMBER
TIMESTAMP(6)
WITHOUT TIME Z
ONE
VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(128)
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Description
(Y) or not (N)
Number of rows in the table
e reserved
Number of used blocks in the table
* reserved
Number of empty (never used) blocks in the table
* reserved
Average available free space in the table
* reserved

Number of rows in the table that are chained from one data block to anoth
er or that have migrated to a new block, requiring a link to preserve the old
rowid

* reserved
Average row length, including row overhead
* reserved
Average freespace of all blocks on a freelist
* reserved
Number of blocks on the freelist
e reserved
Number of threads per instance for scanning the table, or DEFAULT
* reserved
Number of instances across which the table is to be scanned, or DEFAULT
* reserved
Indicates whether the table is to be cached in the buffer cache (Y) or not (N
)
Indicates whether table locking is enabled (ENABLED) or disabled (DISABLE
D)

Sample size used in analyzing the table
Date on which the table was most recently analyzed

e reserved
Indicates whether the table is partitioned (YES) or not (NO)
e reserved

If the table is an index-organized table, then IOT_TYPE is IOT, IOT_OVERFL
OW, or IOT_MAPPING.

e reserved

Indicates whether the object ID (OID) is USER-DEFINED or SYSTEM GENER
ATED

* reserved

If an object table, owner of the type from which the table is created
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Column name

TABLE_TYPE

TEMPORARY

SECONDARY

NESTED

BUFFER_POOL

FLASH_CACHE

CELL_FLASH_CA
CHE

ROW_MOVEME
NT

GLOBAL_STATS

USER_STATS

DURATION

SKIP_CORRUPT

MONITORING

CLUSTER_OWNE
R

DEPENDENCIES

COMPRESSION

COMPRESS_FOR

Data type
VARCHAR(128)

VARCHAR(1)

VARCHAR(1)

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)

VARCHAR(3)

VARCHAR(32)

VARCHAR(32)

VARCHAR(3)

VARCHAR(128)

VARCHAR(32)

VARCHAR(32)

VARCHAR(32)

Description
* reserved
If an object table, type of the table
Indicates whether the table is temporary (Y) or not (N)
* reserved
Indicates whether the table is a secondary object created by cartridge
* reserved
Indicates whether the table is a nested table (YES) or not (NO)
* reserved
Buffer pool to be used for table blocks
e reserved
Database Smart Flash Cache hint to be used for table blocks
* reserved
Cell flash cache hint to be used for table blocks
* reserved

If a partitioned table, indicates whether row movement is enabled (ENABLE
D) or disabled (DISABLED)

* reserved

For partitioned tables, indicates whether statistics for the table as a whole
(global statistics) are accurate (YES)

* reserved

Indicates whether statistics were entered directly by the user (YES) or not
(NO)

* reserved

Indicates the duration of a temporary table

* reserved

Indicates whether Database ignores blocks marked corrupt during table an
d index scans (ENABLED) or raises an error (DISABLED)

* reserved

Indicates whether the table has the MONITORING attribute set (YES) or not
(NO)

* reserved

Owner of the cluster, if any

* reserved

Indicates whether row-level dependency tracking is enabled (ENABLED) or
disabled (DISABLED)

* reserved

Indicates whether table compression is enabled (ENABLED) or not (DISABLE
D)

* reserved

Default compression for what kind of operations

e reserved



DICTIONARY_SCHEMA | 375

Column name Data type Description
DROPPED VARCHAR(3) Indicates whether the table has been dropped and is in the recycle bin (YES
) or not (NO)
READ_ONLY VARCHAR(3) Indicates whether the table IS READ-ONLY (YES) or not (NO)

SEGMENT_CREA
TED

VARCHAR(3) Indicates whether the table segment has been created (YES) or not (NO)
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DBA_ARGUMENTS

DBA_ARGUMENTS lists all arguments of functions, procedures.

Table 9-54 Column information

Column name

OWNER
SCHEMA_NAME
OBJECT_NAME
PACKAGE_NAME
OBJECT_ID
SUBPROGRAM_ID
ARGUMENT_NAME
POSITION
SEQUENCE
DATA_LEVEL
DATA_TYPE
DEFAULTED
DEFAULT_VALUE
DEFAULT_LENGTH
IN_OUT
DATA_LENGTH
DATA_PRECISION
DATA_SCALE
RADIX
CHARACTER_SET_NAME
TYPE_OWNER
TYPE_NAME
TYPE_SUBNAME
TYPE_LINK
PLS_TYPE
CHAR_LENGTH
CHAR_USED
ORIGIN_CONL_ID

Data type

VARCHAR(128
VARCHAR(128
VARCHAR(128
VARCHAR(128
NUMBER
NUMBER
VARCHAR(128)
NUMBER
NUMBER
NUMBER
VARCHAR(128)
VARCHAR(1)
VARCHAR(1)
VARCHAR(1)
VARCHAR(32)
NUMBER
NUMBER
NUMBER
NUMBER
VARCHAR(128
VARCHAR(128

(
(
VARCHAR(128
(
(
(

)
)
)
)

VARCHAR(128
VARCHAR(128
VARCHAR(128
NUMBER
VARCHAR(1)
VARCHAR(256)

)
)
)
)
)
)

Description
Owner of function, procedures or package
Schema Name of function, procedures or package
Name of function, procedures
Package Name of function, procedures
ID of a function, procedures

ID of procedures in package

Name of argument or attribute name of record type argument

Position of argument or position of attribute in record type
Sequential order of argument and its attributes

Nesting depth of the argument for composite types

Data type of the argument

Whether or not the argument is defaulted

Reserved for future use

Reserved for future use

Direction of the argument (IN, OUT, IN/OUT)

Length of the column(in bytes)

Length in decimal digits(NUMBER) or binary digits(FLOAT)
Digits to the right of the decimal point in a number
Argument radix for a number

Character set name for the argument

Owner of the type of the argument

Name of the type of the argument

Name of the type of the argument declared in package

Name of the type of the argument declared in a remote package

Name of the type of the argument at PSM

Character limit for string datatypes

Whether the byte limit(B) or char limit(C) is official for the string

ID of the container where the data originates



DBA_CATALOG

DBA_CATALOG lists all tables, views, synonyms, and sequences in the database.

Table 9-55 Column information

Column name

OWNER
TABLE_SCHEMA
TABLE_NAME
TABLE_TYPE

Data type
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(32)
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Description
Owner of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
Schema of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
Name of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
Type of the TABLE, VIEW, SYNONYM, SEQUENCE, or UNDEFINED
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DBA_CLUSTER

DBA_CLUSTER describes all cluster members in the cluster system.

Note
It is available only on a cluster.

Table 9-56 Column information

Column name Data type
GROUP_ID NUMBER
GROUP_NAME VARCHAR(128)
MEMBER_ID NUMBER
MEMBER_NAME VARCHAR(128)
MEMBER_HOST VARCHAR(128)
MEMBER_PORT NUMBER

Description
Group identifier of the cluster member
Group name of the cluster member
Member identifier of the cluster member
Member name of the cluster member
Host address of the cluster member

Port number of the cluster member



DICTIONARY_SCHEMA | 379

DBA_CLUSTER_COMMENTS

DBA_CLUSTER_COMMENTS displays comments on the cluster objects in the cluster system.

Note
It is available only on a cluster.

Table 9-57 Column information

Column name Data type Description
OBJECT_NAME VARCHAR(128) Name of the cluster object
OBJECT_TYPE VARCHAR(32) Type of the cluster object: CLUSTER GROUP, CLUSTER MEMBER

COMMENTS VARCHAR(1024) Comment on the cluster object



380 | Database Information

DBA_CLUSTER_TABLES

DBA_CLUSTER_TABLES describes all cluster tables in the cluster system.

Note
It is available only on a cluster.

Table 9-58 Column information

Column name Data type
OWNER VARCHAR(128)
TABLE_SCHEMA VARCHAR(128)
TABLE_NAME VARCHAR(128)

SHARD_STRATEGY | VARCHAR(32)

SHARD_PLACEMENT | VARCHAR(32)
SHARD_COUNT NUMBER

SHARD_KEY_COUNT | NUMBER

HAS_GSI VARCHAR(3)

Description
Owner of the table
Schema of the table
Name of the table
Sharding strategy of the table:
the value in (CLONED, HASH SHARDING, RANGE SHARDING, LIST S
HARDING)
Shard placement of the table:
the value in (AT CLUSTER WIDE or AT CLUSTER GROUP)
Shard count of the table (if cloned table, the value is null)
Shard key column count of the table (if cloned table, the value is nul
)
Indicate whether the table has global secondary index: (YES) or (NO
)
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DBA_COL_COMMENTS

DBA_COL_COMMENTS displays comments on the columns of all tables and views in the database.

Table 9-59 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the object
TABLE_SCHEMA VARCHAR(128) Schema of the object
TABLE_NAME VARCHAR(128) Name of the object
COLUMN_NAME VARCHAR(128)
(

COMMENTS VARCHAR(1024) Comment on the column

Name of the column
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DBA_COL_PRIVS

DBA_COL_PRIVS describes all column object grants in the database.

Table 9-60 Column information

Column name

GRANTOR
GRANTEE
OWNER
TABLE_SCHEMA
TABLE_NAME
COLUMN_NAME
PRIVILEGE

GRANTABLE

Data type
CHARACTER VARYING(128)
CHARACTER VARYING(128)
CHARACTER VARYING(128)
CHARACTER VARYING(128)
CHARACTER VARYING(128)
CHARACTER VARYING(128)
CHARACTER VARYING(32)

CHARACTER VARYING(3)

Description
Name of the user who performed the grant
Name of the user or role to whom access was granted
Owner of the object
Schema of the object
Name of the object
Name of the column
Privilege on the column

Indicates whether the privilege was granted with the GRA
NT OPTION (YES) or not (NO)
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DBA_CONSTRAINTS

DBA_CONSTRAINTS describes all constraint definitions on all tables in the database.

Table 9-61 Column information

Column name Data type Description
OWNER VARCHAR(128) Owner of the constraint definition
CONSTRAINT_SCHE . L
MA VARCHAR(128) Schema of the constraint definition
CONSTRAINT_NAME | VARCHAR(128) Name of the constraint definition
Type of the constraint definition: the value in ( C: check constraint, P:
CONSTRAINT_TYPE VARCHAR(1) . . . .
Primary key, U: Unigue Key, R: Referential intgrity )
Owner of the table (or view) associated with the constraint definitio
TABLE_OWNER VARCHAR(128)
n
Schema of the table (or view) associated with the constraint definiti
TABLE_SCHEMA VARCHAR(128)
on
TABLE_NAME VARCHAR(128) Name of the table (or view) associated with the constraint definition

SEARCH_CONDITION

LONG VARCHAR

Text of search condition for a check constraint

R_OWNER VARCHAR(128) Owner of the unigue constraint definition for the referenced table
R_SCHEMA VARCHAR(128) Schema of the unique constraint definition for the referenced table
R_CONSTRAINT_NA . . L
ME VARCHAR(128) Name of the unique constraint definition for the referenced table

Delete rule for a referential constraint: the value in ( NO ACTION, RE
DELETE_RULE VARCHAR(32)

STRICT, CASCADE, SET NULL, SET DEFAULT)

Update rule for a referential constraint: the value in (NO ACTION, R
UPDATE_RULE VARCHAR(32)

ESTRICT, CASCADE, SET NULL, SET DEFAULT)

Enforcement status of the constraint: the value in ( ENABLED, DISAB
STATUS VARCHAR(32) E)

Indicates whether the constraint is deferrable (DEFERRABLE) or not
DEFERRABLE VARCHAR(32)

(NOT DEFERRABLE)

Indicates whether the constraint was initially deferred (DEFERRED) o
DEFERRED VARCHAR(32)

r not (IMMEDIATE)

Indicates whether all data may obey the constraint or not: the value
VALIDATED VARCHAR(32) )

in ( VALIDATED, NOT VALIDATED )

Indicates whether the name of the constraint is user-generated (USE
GENERATED VARCHAR(32)

R NAME) or system-generated (GENERATED NAME)

* reserved

BAD VARCHAR(32) Indicates whether this constraint specifies a century in an ambiguou

s manner (BAD) or not (NULL)

* reserved

RELY VARCHAR(32) When NOT VALIDATED, indicates whether the constraint is to be ta

TIMESTAMP(2) WITH

ken into account for query rewrite (RELY) or not (NULL)
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Column name
LAST_CHANGE
INDEX_OWNER
INDEX_SCHEMA
INDEX_NAME
INVALID

VIEW_RELATED

COMMENTS

Data type
OUT TIME ZONE
VARCHAR(128)
VARCHAR(128)
VARCHAR(128)
VARCHAR(32)

VARCHAR(32)

VARCHAR(1024)

Description
When the constraint was last enabled or disabled
Owner of the index associated with the key constraint
Schema of the index associated with the key constraint
Name of the index associated with the key constraint
Indicates whether the constraint is invalid (INVALID) or not (NULL)
* reserved

Indicates whether the constraint depends on a view (DEPEND ON VI
EW) or not (NULL)

Comments of the constraint definition



DBA_CONS_COLUMNS

DBA_CONS_COLUMNS describes all columns in the database that are specified in constraints.

Table 9-62 Column information

Column name

OWNER
CONSTRAINT_SCHE

MA

CONSTRAINT_NAME

TABLE_OWNER
TABLE_SCHEMA
TABLE_NAME

COLUMN_NAME

POSITION

Data type
VARCHAR(128)

VARCHAR(128)

VARCHAR(
VARCHAR(1

(128
(

VARCHAR(1
(

28)
28)
28)
VARCHAR(128)

VARCHAR(128)

NUMBER

DICTIONARY_SCHEMA | 385

Description

Owner of the constraint definition
Schema of the constraint definition

Name of the constraint definition

Owner of the table with the constraint definition

Schema of the table with the constraint definition

Name of the table with the constraint definition

Name of the column or attribute of the object type column specified
in the constraint definition

Original position of the column or attribute in the definition of the o
bject



386 | Database Information

DBA_DB_PRIVS

DBA_DB_PRIVS describes all database grants in the database.

Table 9-63 Column information

Column name Data type
GRANTOR VARCHAR(128)
GRANTEE VARCHAR(128)
PRIVILEGE VARCHAR(32)
GRANTABLE VARCHAR(3)

Description
Name of the user who performed the grant
Name of the user or role to whom access was granted
Privilege on the database

Indicates whether the privilege was granted with the GRANT OPTIO
N (YES) or not (NO)



DBA_DEPENDENCIES

DBA_DEPENDENCIES describes all dependencies between objects in the database

Table 9-64 Column information

Column name

OWNER
SCHEMA_NAME
NAME

TYPE

REFERENCED_OWNER

REFERENCED_SCHEMA
_NAME

REFERENCED_TYPE

REFERENCED_LINK_NA
ME

REFERENCED_NAME

DEPENDENCY_TYPE

Data type

VARCHAR(128)
VARCHAR(128)
VARCHAR(128)

VARCHAR(32)
VARCHAR(128)

VARCHAR(128)

VARCHAR(32)

VARCHAR(128)
VARCHAR(128)

VARCHAR(32)
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Description
Owner of object
Schema Name of object
Name of object

Type of object: FUNCTION, PROCEDURE, VIEW, PACKAGE, PACK
AGE BODY, TRIGGER

Owner of the referenced object
Schema Name of the referenced object

Type of the referenced object: FUNCTION, PROCEDURE, TABLE, V
[EW, SEQUENCE, PACKAGE, PACKAGE BODY, TRIGGER

Name of the link to the parent object

Name of the referenced object

Indicates whether the dependency is a REF dependency (REF) orn
ot (HARD)
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DBA_EXTENTS

DBA_EXTENTS describes the extents comprising the segments in all tablespaces in the database.

Table 9-65 Column information

Column name

OWNER
SEGMENT_SCHEMA
SEGMENT_NAME

PARTITION_NAME

SEGMENT_TYPE
TABLESPACE_NAME

EXTENT_ID

FILE_ID

BLOCK_ID

BYTES
BLOCKS

RELATIVE_FNO

Data type

VARCHAR(128)
VARCHAR(128)
VARCHAR(128)

VARCHAR(128)

VARCHAR(32)
VARCHAR(128)

NUMBER

NUMBER

NUMBER

NUMBER
NUMBER

NUMBER

Description

Owner of the segment associated with the extent
Schema of the segment associated with the extent
Name of the segment associated with the extent
* reserved
Object Partition Name (Set to NULL for non-partitioned objects)
Type of the segment: TABLE, INDEX
Name of the tablespace containing the extent
* reserved
Extent number in the segment
* reserved
File identifier number of the file containing the extent
* reserved
Starting block number of the extent
Size of the extent in bytes
Size of the extent in Oracle blocks
* reserved

Relative file number of the first extent block
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DBA_GLOBAL_SECONDARY_INDEXES

DBA_GLOBAL_SECONDARY_INDEXES describes all global secondary indexes in the database.

Note

It is available only on a cluster.

Table 9-66 Column information

Column name

TABLE_OWNER
TAB